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Abstract

Any language £ of classical logic, of first- or higher-order, is expanded with sentential
quantifiers and operators. The resulting language £, capable of self-reference without
arithmetic or syntax encoding, can serve as its own metalanguage. The syntax of £T
is represented by directed graphs, and its semantics, which coincides with the classi-
cal one on L, uses the graph-theoretic concepts of kernels and semikernels. Kernels
provide an explosive semantics, while semikernels generalize this to situations where
paradoxes do not lead to explosion, thus distinguishing them from contradictions.
Paradoxes arise only at the metalevel due to specific interpretations of the operators,
but they can be avoided: £ can express paradoxes but remains free from them. For an
expansion £ of any FOL language £, with the non-explosive semantics, a complete
reasoning system is obtained by extending Gentzen’s classical sequent calculus with
two rules for the sentential quantifiers. Adding (cut) yields a complete system for
the explosive semantics. The novel semantics and self-referential capabilities seem
promising for a further extension of classical logic towards one capable also of con-
sistently expressing its own syntax and truth theory.

Keywords Sentential operators - Semantic and intensional paradoxes - Classical
logic - Explosive and non-explosive semantics - (semi)kernels of digraphs

1 Introduction

Arithmetic with the arithmetized syntax can serve as a base syntax theory over which
truth theories can be formulated. By “AST” we denote first-order arithmetic with an
effective coding of expressions of its language augmented by a truth predicate, 7, on
natural numbers. For each natural number n, if n is the code of an expression ¢, let
"¢ be the numeral of # in the language. Convention T — instances of the schema
T( ¢ <« ¢, for all sentences ¢ — provides prima facie desirable truth-theoretic
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principles. However, as Tarski has shown in [44], it cannot hold unrestrictedly in a
classical theory, on pain of inconsistency. Since it can not even be systematically
approximated, as formal criteria provide no reliable guide by [25], the search for
adequate restrictions on Convention T has attracted much attention, yielding diverse
proposals and results.

This paper lets the syntax and truth theories loom in the background, at most hint-
ing towards the possibility of approaching them differently. It presents only a new
model of self-reference and paradox analysis, formulated without such theories by
replacing predicates on coded syntax with sentential operators. This change can be
initially motivated by the fact that such operators appear to be less paradox prone.
Convention T reflects the intended application of predicate 7 as a meta-predicate on
sentences, identifying the (codes of the) true ones. Unrestricted, it gives only one form
of paradoxes arising with such meta-predicates modelled by predicates on the arithme-
tized syntax. When the latter express basic modal notions, elements of temporality, or
just negation, the diagonalization lemma yields paradoxes also without Convention T,
e.g., [12, 20, 26, 37]. The corresponding paradoxes do not arise in the operator setting.
Certainly, operators handling enough syntax, especially substitution, bring paradoxes
back, e.g., [17, 30], but they act then on open formulas, which must be left for future
work. Here, they act only on the closed formulas (sentences). The operator approach
has proven fruitful in modal logics, with its philosophical advantages over predicates
reviewed in [19]. The paper gathers such indications into a logic of sentential oper-
ators, LSO, neither restricted to modalities nor relying on Kripke semantics. Unlike
other philosophical discussions, e.g., [27, 42], it provides a fully formal account of
operators. Major differences from AST are not limited to formalism; they also involve
the perspective on the language.

The key distinction lies in the relationship between the object-language and the
metalanguage. In AST, the coding of the syntax turns the latter into a subset of the for-
mer. In LSO, an object-language is any classical — propositional, first- or higher-order
—language L. It can be extended with sentential quantifiers and operators to a language
L. Occurrences of the operators mark then what we view as the metalanguage of £
(not only of £). For an operator K and sentence S, a sentential atom, s-atom, K (S) is
an atomic sentence of the metalanguage about S, K (K (S)) is such an atomic sentence
about K (S), etc. (The paper is thus written in the meta-metalanguage.)

Valuations of s-atoms determine relations on sentences (and possibly objects).
Being such a relation is the only requirement on an operator, just as being a rela-
tion on objects is the only requirement on an interpretation of a predicate symbol in
FOL. If K(S) is true, we can read it as K being true about S, as S being said or
known, and such choices may require additional axioms. The operators need not be
truth-functional and can treat arguments purely syntactically, e.g., K (S) may be true
exactly when S is a universal sentence in prenex normal form. This opens a pathway
towards a theory of syntax, as well as to modelling intensionality and modalities, but
these topics are not explored here. LSO is a hyperintensional logic only to the extent
that the operators can be opaque, failing to preserve logical equivalence of arguments,
but it neither provides any intensional semantics nor considers the status of propo-
sitions or propositional attitudes. Propositions appear at most as mere shadows of
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sentences, while examples blur easily the borders between ‘“says ¢”, “assumes ¢”,
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“claims ¢”, etc. The critical distinction is between the statements with and without the
operators, between the metalevel and the object-level. Modalities, attitudes, or inten-
sions can be handled by further axiomatizations of operators. Nonetheless, paradoxes
of semantic and intensional character arise and are treated in LSO in the same way. The
liar, saying only “Every sentence I am saying now is false”, is significantly different
neither from one not believing any of one’s beliefs nor from a club whose members are
all people not belonging to any club. Semantic and intensional paradoxes are caused
by the same patterns, which will be noted in the text.

One of the consequences of the formal distinction between the object-language and
the metalanguage is the difference between contradictions and paradoxes. Informally,
we can differentiate sentences that are always false from those that initially seem plau-
sible but lead to contradictions. In classical logic, both types are just contradictions,
but LSO maintains this distinction. Unlike contradictions, paradoxes can have some
valid interpretations. For example, Karen might claim that John always tells the truth,
while John accuses Karen of always lying. The implied incompatibility does not pre-
clude the event. In this sense, paradoxes can occur in the world, even if only at the
metalinguistic level, which is still a part of the world. This distinguishes paradoxes
from contradictions, which cannot occur empirically. One can assert both “S” and
“not S, but simultaneously saying “S” and not saying “S” is impossible — not only
according to Aristotle and common sense but even according to some dialetheists,
who accept only certain contradictions, such as the liar both lying and not lying. This
paradox, like others, occurs at the metalevel, attributing contradictory properties to
the liar’s statement. Adhering thus to classical logic and excluding contradictions in
the world of objects, LSO admits them as consequences of paradoxes, which emerge
only in the metalanguage.

In LSO, as for Tarski, “[t]he appearance of an antinomy is [...] a symptom of
disease”, see [45]. It is not, however, any intrinsic disease of the language but one
caused by a contagious valuation of s-atoms, an unfortunate interpretation of the
operators. Let K (S) stand for “Karen says $” and K/ for “Everything Karen says is
false”, i.e., V¢ (K¢ — —¢). Karen saying K1, K (K1), is intuitively not paradoxical,
if she also says something true. However, Karen saying only K/ implies K/ and
— K1, witnessing to a paradox, the Karen-liar, that would not occur if she also said
something true. In LSO, this paradox arises when K is true about K/ and false about
all true sentences, but does not occur under other interpretations of K.

As the example suggests, besides certain interpretations of operators, paradox also
requires sentential quantification. In [42], Stern observes that “in the predicate setting
the liar-like paradoxes depend crucially on the properties of the truth predicate or
the modal predicates, whereas in the operator setting it is quantification simpliciter
that leads to paradox”. We prove that extending classical logic with either sentential
quantifiers alone or operators alone does not lead to paradoxes. Only adding both does,
and then it is not the quantification simpliciter that is to blame, but its combination
with certain interpretations of the operators.

Upon hearing a paradox, one recognizes the implied contradiction but continues
reasoning as usual, unaffected. This natural non-explosiveness is mirrored in LSO in
a specific way.

@ Springer



M. Walicki

The Karen-liar implies that Karen is lying and not lying, but neither snow ceases
to be white nor anything about what John is saying follows. Paradoxes can be seen as
such claims in the metalanguage causing the impossibility of consistently evaluating
some sentences but not leading to any explosion. In LSO, the possibility of Karen
saying only K1 is reflected by the models realizing such a situation, where only some
contradictions follow, e.g. KI A=K, but not others. This element of relevance reflects
the informal way of identifying a paradox. We do not explain the liar by deriving from
it that snow is not white. We derive ‘the relevant contradiction’, that the liar is lying
and not lying. In LSO, with the valuation of s-atoms where only K (KI) is true,
basically only sentence K/ cannot be assigned any coherent value, while most others
can. (Coherence will be defined as a local consistency, which may fail to extend to a
consistent valuation of all sentences.) This indicates which s-atoms might need change
to resolve the paradox, here, the atoms with the main operator K, affecting the value
of K/. Otherwise, the model allows John to say (or not) whatever he likes, and retains
all usual interpretations of the object-language. Formally, a paradox in LSO consists
of a set of sentences possessing a model, namely, a valuation of atoms satisfying these
sentences, which cannot be extended to any consistent valuation of all sentences of
the metalanguage due to the implied contradictions.

In this way, LSO models of theories involving paradoxes are partial. We say that a
model of the Karen-liar, providing no value for K/, does not cover KI. (A model can-
not be arbitrarily extended to cover the desired sentences. In this case, Karen’s models
have no extensions covering K/.) The notion has no counterpart in classical logic
but could be compared to an argument that is classically consistent provided that one
ignores questions about K /. Total models, covering the whole language, i.e., interpret-
ing coherently all sentences, are special cases when the theory, with all its metalevel
claims, is consistent. At this point, we can only signal that both are formalized using
digraphs with sentences as vertices. So-called semikernels, originating from [28], rep-
resent partial coherent valuations and non-explosive semantics. Simplifying, we can
think of a semikernel as a subset of sentences covering the sentences it contains and
their negations, while satisfying all its members and (vacuously) all sentences it does
not cover. A contradiction can be satisfied only vacuously by a model not covering it.
This is a weak form of paraconsistency. For instance, sound reasoning derives both
K[ and =K from the Karen-liar without deriving any object-level contradictions or
anything about John’s statements. (The Karen-liar has namely partial models where
John makes any statements whatsoever, while all models covering the sentences of
the object-language are classical.) A paradox in LSO implies a contradiction but pos-
sesses models. These can satisfy a contradiction only vacuously, and hence cannot be
extended to valuations of the whole language. Such total valuations are captured by
kernels, that is, semikernels covering all sentences of the language. (The concept of a
kernel originated in [47].) Valuating consistently all sentences, kernels are total models
which yield the explosive semantics as a special case of the non-explosive one. Valid
sentences must be satisfied also by these models, so the logic remains two-valued and
retains all classical tautologies. Classical contradictions can be satisfied vacuously,
but have no models covering them.

The close connections between the non-explosive (partial) and the explosive (total)
semantics are reflected by the associated reasoning system. Surprisingly, reasoning
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about the partial models validates all classical rules of the sequent calculus. The
reasoning system, denoted (with a sans-serif font) LSO, extends Gentzen’s classical
sequent system LK, e.g., [16, 46], with two rules for s-quantifiers. Sentential operators
and s-quantification bring a flavour of higher-order, but neither the former nor the sub-
stitutional interpretation of the latter carries any set-theoretic connotations. Actually,
LSO is sound and complete for the non-explosive semantics of the expansion LT of
any first-order language £ (denoted by FOL™). The fact that it merely extends the
classical LK with two rules for the s-quantifiers may justify calling it “classical”. How-
ever, it works for the non-explosive semantics, providing classical reasoning exploding
from contradictions but not from paradoxes. The derivability of all sentences from a
paradox, via the contradictions it implies, is prevented by the inadmissibility of (cut)
W at the metalevel. The explosive, “fully classical” semantics is captured
by reasoning in LSO with unrestricted (cut). It allows to conjoin the derivation of some
contradiction C from a paradox P with the derivation of any statement X from contra-
diction C, yielding a derivation of X from paradox P. In this way also (cut) reflects the
difference between contradictions and paradoxes, or between the object-level, where
it is admissible, and the metalevel, where it makes paradoxes explode. In this sense,
LSO is non-transitive, like the systems in [10, 39, 40], but unlike there, (cut) does not
trivialise the logic but merely transforms its non-explosive version into the explosive
one.

Unlike the valuations of £ atoms, o-atoms, which determine the values of all object-
language sentences, some valuations of s-atoms yield paradoxes, which preclude a
consistent valuation of some sentences. This is one of the features distinguishing the
object-language from the metalanguage. Another is that some valuations of atoms
may still leave some sentences of the metalanguage, like the truth-teller, without any
definite value. Considering such phenomena as defects of the model may stem from
conflating the metalanguage and the object-language, inherent in coding the former
as a subset of the latter. In LSO, just as in natural language, these phenomena only
display differences between the two language levels. Furthermore, they can be avoided
by using the language (that is, valuating s-atoms) in a careful manner.

This poses a peculiar challenge. In AST, self-reference arises in specific theories
(with a sufficiently strong arithmetic) via the diagonalization lemma. In LSO, self-
reference is a built-in feature of the language. An s-quantifier in a sentence ranges over
all sentences, including this very sentence. For example, sentence Yo (K¢ — —¢)
includes the instance K (V¢ (K¢ — —¢p)) — V(K¢ — —¢). Self-reference,
allowing the expression of paradoxes, presents a threat to consistency in both cases.
AST retains consistency by various restrictions on Convention T, while LSO by the
adequate valuations of atoms. This leads to the question of whether the LSO language
itself — not just some theory over it — is consistent; whether any valuation of atoms
can be extended to a consistent valuation of all sentences of the language respecting
its semantic restrictions. The existence of such valuations is ensured by the non-trivial
Theorem 3.20.

The consistency of the language modelled in LSO reflects the informal intuition
that paradoxes do not reside in the language as such but in the ways we use and discuss
it. This model aligns with the diagnosis in [9], which states that paradoxes arise from
accepting certain assumptions that, upon closer examination, reveal a contradiction.
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LSO embodies this idea through paradoxes arising exactly due to the way operators
are defined by valuations of s-atoms, that is, by their interpretations. These amount
to specific axioms — assumptions or claims, with the difference between them being
inconsequential in the present context.

This view opposes Tarski’s diagnosis from [44], voiced also in [9] or more recently
in [3, 5, 15, 29], according to which “everyday language for which the normal laws of
logic hold, must be inconsistent”. This uncomfortable diagnosis arises from accepting
predicates on arithmetized syntax as an adequate model of the (everyday) metalan-
guage, to which the inconsistency of unrestricted Convention T is then ascribed. In
LSO, aparadox relies on some assumptions or claims, represented by the interpretation
of the involved operators, and can be avoided by avoiding the unfortunate claims. If
nobody claims to be lying, no liar paradox results, and the language remains consistent.

To this, however, one may want to object. Statements like L :“This sentence is
false” cause trouble simply by existing; they don’t have to be asserted to create a
problem. Well, just by being there, the liar L makes a claim. Usually, it is represented
by L <> =7 (L) or simply L <> =L, expressing the pretense to truth of this unsatis-
fiable equivalence, the liar’s semantic claim. (We might say “truth condition” if this
expression did not carry too heavy connotations.) The liar L and its claim “L is true
iff it is false” are distinct sentences, and the paradox amounts to the nonexistence of a
boolean value for the former satisfying the latter. Colloquial interaction dismisses the
liar so easily, in spite of its intriguing challenge, because regardless of the truth-value
of the pronounced sentence, the claim hidden behind it is false. Its analysis, starting
from the assumption that L must be true or false, arrives in each case at a contradic-
tion, which seems then somehow inherent in the language. In a way, LSO turns such
an analysis around, starting with the inadmissibility of the claim, which renders the
truth-value of the liar insignificant. Formally, the liar in LSO is Karen who claims
only to be always lying. This makes it clear that the source of paradox is the implau-
sible metalevel claim — a valuation of s-atoms that cannot be extended consistently
to the full language. Adjusting this valuation solves the problem. Although a paradox
implies inconsistency, the mere expressibility of paradoxes does not; it merely allows
an unconventional use of the language. Everyday language with the normal laws of
logic may still be consistent.

In AST, consistency is ensured only by rejecting enough instances of Convention T.
Such restrictions seem to have no counterpart in natural reasoning, where expressing
a paradox does not lead to the explosive suspension of rational discourse. The non-
explosiveness of LSO, retaining all other elements of classical reasoning, may be a
more balanced response. Whether LSO can capture its own syntax and truth theory
remains to be seen, and a comparison to such theories over AST must wait until this
is clarified. The current differences, concerning self-reference and paradoxes, can be
summarized as follows.

1. Self-reference in LSO is a feature of the language, while AST achieves it by specific
theories.

2. The syntax coding in AST makes the metalanguage a subset of the object-language.
In LSO, operators distinguish syntactically between the two without any coding.
Semantically, they differ in that a valuation of atoms determines a valuation of

@ Springer



The Structure of Paradoxes in a Logic of Sentential Operators

all sentences of the object-language but may yield paradoxes or fail to assign any
truth-value to some sentences of the metalanguage.

3. Paradoxes in AST arise from extending Convention T to too many sentences. In
LSO, they arise only in the metalanguage due to some interpretations of operators.

4. Paradoxes in AST are just special cases of contradictions, distinguished at most
from outside of the system. In LSO, contradictions have no (covering) models,
while paradoxes have some, though only partial ones that have no consistent exten-
sion to the full language.

5. This enables non-explosive LSO reasoning in the presence of paradoxes, incorpo-
rating the classical system LK. Limitations of (cut) reflect here the reluctance of
informal reasoning to conclude anything from the liar except that it is lying and
not lying. Unrestricted (cut) extends this to explosive reasoning, where the liar
entails everything, as it does in AST.

6. The explosive semantics of LSO is a special case of the non-explosive one, and
the two coincide for consistent theories. Of course, there is no such distinction in
AST.

7. LSO appears to be capable of including modal operators, though this requires
further work. AST can be combined with modal logic, but itself can only represent
modalities by predicates.

Sections 2-6 contain the main presentation, while the appendices in Sections 7-8
include the proofs and needed technicalities. Section 2 introduces an expansion of any
classical language with sentential quantifiers and operators, as well as the reasoning
system LSO for such an expansion of any countable first-order language. Section 3
presents the semantics based on language graphs, their kernels, and semikernels, and
briefly discusses their relation to the classical semantics. It contains the main results
of the paper: the consistency of the full language £* with sentential quantifiers and
operators, as well as soundness and completeness of LSO for the non-explosive seman-
tics of FOL™. Section 4 relates the non-explosive semantics to the explosive one and
shows that extending LSO with (cut) yields a sound and complete system LSO for
the latter. Moreover, if a contradiction follows from a theory in LSO¢, some follows
already in LSO: reasoning with (cut) does not introduce any new paradoxes but only
makes paradoxes explode like usual contradictions. We comment on the apparent sim-
ilarity and the actual differences between (the reasoning in) LSO and non-transitive
systems, e.g., [10, 39, 40]. Section 5 analyzes a series of examples from the literature
and outlines some extensions of LSO. Section 6 summarizes the encountered features
of paradoxes.

2 Reasoning about Sentences

A classical (propositional, first- or higher-order) language L is first expanded to £®
by adding sentential variables, s-variables ®, which can be s-quantified. For example,
VoVx(A(x) Vv @) is a sentence, with s-quantifier V¢ and o-quantifier Vx. (The prefix
“o-” restricts a syntactic category to the object-language £, while “s-” to the sentences
or the metalanguage.) To this, we add operators applicable to sentences, allowing
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the construction of sentences like VxV¢ (A(x) vV ¢ vV P(¢)), for an operator P. (In
what follows, we will ignore the propositional case, which can be derived through
obvious simplifications.) With X denoting a set of o-variables (used in £) and C a set
of s-constants, the formulas of £ are defined inductively:

1. Every £ formula is an £1 formula (the object-language is a subset of the meta-
language).

. All s-constants and s-variables, C U ®, are £ formulas.

. If K is an n-ary operator and ¢, ...¢», are LT formulas, then so is K (¢1...¢,,).

. If ¢,  are L formulas, then so are —¢ and ¢ A V.

5.1fx € X, ¢ € ®and F is an LT formula, then Vx F and V@ F are LT formulas.

H LW

A sentence is a formula without any free (object or sentential) variables. S-constants
C can serve as sentence names. In point 3, operators can also take terms from £ as
arguments, but we simplify the presentation skipping their straightforward treatment.
Syntactically, open formulas can stand in the argument positions of the operators, but
semantically, the operators are applied only to the appropriate closed instances. Atoms
are divided into

(a) o-atoms Ay, the atomic formulas of £, and
(b) s-atoms, A%, = A} \ Ay, s-constants C or formulas of type 3 above (not s-variables
D).

For a set M, by Ty, we denote the free algebra of £ terms over M, by Sy /SI,I all
L/L* sentences over Ty, and by S/S™ all £/ L™ sentences. The superscript _° marks
the metalevel, added to the object-level £ and yielding the resulting expansion _7,
e.g. L°= LT\ L, S5, =S}, \Su. etc.

By FOL™ we denote any FOL language expanded as above. The reasoning system
LSO for FOL™, given below, extends LK with two rules for s-quantifiers. The basic
syntax uses only {A, —, V}, with other connectives and 3, and rules for them, defined
in the classical way. Sequents, written I = A, are formed from countable sets 1" U A
of LT formulas. I - A denotes provability of I" = A in LSO.

(AxX) I'kEA for TNA#Y

A A ATEA
o A Tra R TFrAA
A B, TFA FEA A A, B
WD) B TEA (AR) TEFAAAB
) SOV FEA L xin F Vo) A D)
L [ VxF(x)F A & B TR A VAF() Y
wH F(S), I \VoF($) - A any § € §* ) I'A,F(S) —forall§eS*
L I YoF(p) - A R T A VOF(9)

The form of (Ax) makes weakening admissible, while using sets implicitly introduces
rules for contraction and permutation, which can be added if sequences or multisets
are used. The infinitary rule (VI}") indicates a lack of compactness, but should not
present any challenge for the intuition.! It reflects the unrestricted substitution class

! This infinitary rule could be replaced by a counterpart of (Vg), introducing a fresh s-variable, provided
that the semantics addresses not only the actual language, but also its expansions with s-constants.
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for the interpretation of s-quantifiers, comprising all sentences of £, unlike in other
substitutional approaches to sentential quantification (e.g. [23], or more recent [2]),
which restrict this class to avoid problematic self-reference.

Infinite sequents allow us to handle some cases of infinite axiomatizations. For
instance, making only finitely many statements requires infinitely many premises to
exclude making all others. This case has a finite representation using operator = for
syntactic equality of sentences, s-equality. For instance, ‘Karen saying only S’ is
expressible as K(S) AVO(K¢p — ¢ = S),or Vo (K¢ < ¢ = §), abbreviated by
K!¢. The following rules for s-equality suffice.

S=S,I'+FA A(S),A(Q),S=0,'FA I'FA, Q=S
T EFA (rep) . (neq) —————
AQ),S= 0, TFA I'FA
We primarily consider sequents with no free s-variables, but they can be useful for
handling s-equalities. Claims like ‘property D holds for each sentence, possibly except
S1, ..., S~ are now finitely expressibleas Vo (o = S1V...Vo = S, Vv D(0)), allowing

sometimes to establish Y¢ D(¢) by a finite case analysis, instead of (\7’;):

(ref)

Q#S.

e I'=A,D(S)...T"= A, D(S,) I'A,D(0),0 =S81,....,.0 =8, fresh ®
™) - A VoD@ resho € ®.

Properties of LSO, like soundness/completeness, the interaction of its object-level and
metalevel, the role of (cut), will be discussed along with the corresponding semantic
notions.

3 Semantics

We keep the presentation focused on FOL, but the semantic definitions and results
of this section work with minimal adjustments for the propositional or higher-order
classical logics. Roughly, any classical interpretation of £ in a structure M is extended
to an interpretation of £T by providing a valuation of s-atoms and interpreting s-
quantifiers substitutionally, e.g.:

M EVo(P(p)V ) < forallS e ST : M P(S)VS. 3.1)

The right-hand side has instances like P(V¢ P (¢) V @) vV (Yo (P (¢) V ¢), involv-
ing the definiendum. Such circularities are handled formally using graphs and their
(semi)kernels.

3.1 Kernels and Semikernels

By “graph” we mean a directed graph G = (Vg, E¢), with vertex set Vg and Eg C
Vi x Vg, dropping the subscript _g when an arbitrary or fixed graph is addressed. For
a binary relation R, we let R(x) = {y | R(x, y)} and extend this notation pointwise
to sets, R(X) = (J,cx R(x). The converse E~ of the edge relation E is obtained
by flipping the directions of all edges. A neighbour y of a vertex x is either its out-
neighbour, with an edge from x, i.e., y € E(x), or its in-neighbour, with an edge
tox,y € E7(x). A path is a (typically finite) sequence of vertices xx»...x;,, where
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each x;41 is an out-neighbour of the preceding x;. A path is acyclic if each vertex
occurs at most once. A kernel (or solution in [47]) of G is a subset K C V such that
E™(K) = V\ K. This equality amounts to the requirement that a kernel K is

(a) independent, i.e., ET(K) € V\ K (no edges between vertices in K), and
(b) absorbing,i.e., E7(K) 2 V\ K (each vertex outside K has an edge to some vertex
in K),

Equivalently, a kernel is an assignment k € 2V for2 = {0, 1}, such that
VxeV:ik(x)=1&VyeEX):«x(y) =0, 3.2)

i.e., a vertex is 1 if all its out-neighbours are 0, and is 0 if at least one of its out-
neighbours is 1. This allows to view each edge as the negation of its target, and
branching as the conjunction of such negations. Given (3.2), the set{x € V| k(x) = 1}
satisfies (a) and (b), while if K satisfies (a), (b) then x € 2V given by k(x) =1 &
x € K satisfies (3.2). We therefore do not distinguish the two and by sol(G) denote
the set of kernels or such assignments. Graph G is solvable if sol(G) # 0.

According to Richardson’s theorem from [38], the absence of odd cycles ensures
the solvability of graphs that have no infinite branchings or no infinite outgoing acyclic
paths. In particular, a finite graph without odd cycles is solvable. Our graphs, introduced
in the next subsection, are solvable, but model paradoxes by unsolvable subgraphs.
They arise mainly due to the odd cycles, but also acyclic Yablo-like paradoxes are
captured and discussed in Section 5.5.

A sink is a vertex with no outgoing edges, and sinks belong to every kernel by (b).
One can think of them as the basic truths, independent from the rest of the graph.

A subset L € V covers vertices in L and those pointing to L, that is, L UE™ (L),
denoted by E7[L]. The equation E™(K) = V\ K implies that a kernel K covers the
entire graph. A valuation is coherent on vertices for which it satisfies (3.2), so a kernel
represents a coherent valuation of all sentences. Our semantics also allows for more
general situations that are only locally coherent and cannot be extended to the entire
graph. In the absence of a kernel, a relevant part of the graph may still be coherently
covered by a semikernel (see [28]), namely, a subset L C V such that

E(L)CE (L) CV\L. (3.3)

The set of semikernels of G is denoted by SK (G). In terms of assignments, a semik-
ernel L determines a coherent valuation of vertices it covers, satisfying (3.2) for every
x € E7[L]: each statement denied by any true one (in L) is false (in E™ (L)), while
every false statement (in E™ (L)) denies some true one (in L). Although locally con-
sistent, a coherent situation represented by a semikernel can involve or even entail
inconsistency.’

2 The branch of argumentation theory arising from [13] shares only its origins in a similar reading of
digraph (semi)kernels. Links to reference (or dependency) graphs, used for paradox analysis in [6, 7, 34],
although closer, are not essential either. The relevance of kernels for paradox analysis, noticed in [11],
was extended to semikernels and used in [14] for modelling non-explosiveness and then combined with
propositional reasoning by resolution in [48, 50]. The present paper extends this to FOL and models of the
whole language, not only of particular theories.

@ Springer



The Structure of Paradoxes in a Logic of Sentential Operators

Every graph possesses a semikernel, since @ satisfies trivially (3.3). But semikernels
of interest are nonempty, also in graphs not possessing any kernel.

Example 3.4 The propositions to the left can be represented by the graph to the right.

a : This and the next sentence are false. ap
N

b1 : The next sentence is false. b
AN
by : The previous sentence is false. by

AN
a> : This and the previous sentence are false. @ 3

The graph has no kernel, witnessing to the involved paradox, but has two semikernels:
{b1} and {b>} covering, respectively, {a;, b1, b2} and {b1, b2, a>}, which can be seen as
coherent subdiscourses, where truth-values can be assigned coherently, i.e., respecting
(3.2).

3.2 Language Graphs

The graph in Example 3.4 represents a specific theory, while a language graph rep-
resents all sentences of £, relatively to a given £-domain, that is, a nonempty set
M with a standard classical interpretation of L£-terms T, but not of the predicate
symbols. For each such a domain, there is one language graph G (L) representing
the syntax of LT over M, with sentences SL as vertices. A (semi)kernel represents
then a subset of sentences true in M under the valuation assigning 1 exactly to the
literals (atoms or negated atoms) belonging to the subset. The structure of the graph,
combined with the semikernel condition (3.3), ensures that the evaluation of the object-
level sentences covered by L coincides with their classical semantics, generalizing this
to self-referential sentences. We start by sketching the main ideas.

Eacl:_ S e S;, is the source (vertex reaching all others) of the subgraph G/ (S) of
Gu(LM).

1. Dual literals form 2-cycles, e.g., P(m) = —P(m), for a predicate symbol P or,
for an operator symbol K and sentences Q, R: K(R, Q) = —K(R, Q). Also s-
constants C form such 2-cycles with their negations. Consequently, in each kernel
exactly one of the literals is 1 and the other 0.

2. Out-branching represents conjunction (or universal quantification), and each
edge negation of its target. For instance, the source of Gp(—A) has a sin-
gle outgoing edge A..., while the source of Gy (B A C) has two:

..B C..
Subgraph G (S) of each sentence S without s-quantifiers, in particular of each
object-level sentence, can be seen as a tree (the source vertex S with no incoming
edges and a unique path to every other vertex), except that instead of leaves (with
no outgoing edges) there are atomic 2-cycles. It reminds of S’s parse tree but,
primarily, captures the semantics of the formula constructors (—, A, Y) in terms of
kernels. Using (3.2), one can easily verify that the source B A C above is 1 exactly
when B =1 = C. The graph for A — B, obtained from A — B < —(A A —B),
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is A.. By (3.2) its source is 1 exactly when

A=0orB=1.

3. The source of the subgraph for a sentence with the universal o-quantifier has an
edge to the negation of every instance, e.g., vertex Vx P (x) has an edge to =P (m)
for every m € M.

The collection {G;(S) | S € Sy} forms the subgraph G (L) of G (LT).

4. Similarly to the sentences starting with the universal o-quantifier, those starting
with such an s-quantifier have an edge to the negation of every instance. This
requires more care, and details are explained further down. The crucial point is
that starting from, say, S = Vo (K (¢) A @), also K(S) A S is an instance of S.
The tree is formed as for the sentences without s-quantifiers, but the instantiations
are, so to speak, suspended until we reach the leaves of the tree. If sentence Q,
instantiating an s-variable quantified in the original sentence, eventually becomes
such a leaf, it is (identified with) the source of the subgraph G/ (Q), as shown in
(3.5) below for the edge from S. (X stands for =X .) The literals have only 2-cycles
to their duals, as shown for K (§) and K (Q).

Vo (K(d) A @)
%
K(S)AS K(Q)AQ >
' ' ;
K(S)AS K(Q)AQ
s K(S) S K(S) [ K(Q) S K(0Q)
3.5

By (3.2), the source Vo (K¢ A ¢) is 1 iff, for each X € ST.K(X)AX =0,ie.,
K(X) A X = 1. This is, of course, falsified by any false sentence X, e.g., from
the object-level L. If Q in the drawing is an £ sentence, vertex Q belongs to
the subgraph G 37 (£) and has an edge to the source of the tree G (Q) there. The
whole graph G (L") has the three main subgraphs:

G1 is subgraph G (L) for the object-language, G3
G2 extends G1 with 2-cycles for s-atoms Aj},, their propositional
combinations, also with sentences from G1, and with the : .
o-quantification of such combinations, VN
G3 contains Gy (A) for each sentence A with s-quantifiers. Gl <"
—_ AM —_— A7\4 —_

(3.6)

Subgraph G2, containing G1, is a collection of trees, with the atomic 2-cycles at
all leaves. These 2-cycles provide only the possibility of different valuations of
atoms, so subgraph G2 is essentially acyclic, following the inductive definition
of the language. In subgraph G3, however, there is a path between each pair
of source vertices, forming multiple cycles, as will be explained below. Dotted
arrows indicate edges between these subgraphs, going only from G3 to G2/G1 and
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from G2 to G1, but never in the opposite directions. By our notational convention
Gu(L%) =Gu(LT)\GL.

Definition 3.7 The language graph Gy (L), for a language £1 and £-domain M, is
given by:

1. Vertices V = SL.
2. Each atomic sentence A € A;, has a 2-cycle to its negation: A < A.
3. Each nonatomic sentence S € S;{l is the source of the subgraph G/ (S) with the
outgoing edges:
Gy (S) : source with edges to the source of:
(@) —F - Gu(F),
(b) F1 N F> — Gu(—F;), forie{l,2},
(¢) VxFx — Gy (—F(m)), for eachm e M,
(d) YoFo — Gy (=F(S)), for each S € S*.

When £ is higher-order, the only difference is the domain M, containing required sets,
with object quantifier(s) in point 3.(c) being those from £. When it is inessential, we
often drop M and write G(L™) for G (L™). By LGr(L™) we denote the class of all
language graphs for language £7.

As can be expected (and as shown in Section 7.2), every £ sentence has a prenex
normal form, and its quantifier-free matrix a disjunctive normal form, yielding the nor-
mal form PDNF, used for graph construction. The universal and existential quantifiers
give rise to the following branchings to the instantiations of the quantified o-variables
by all elements a, b, c... of the domain, and of the s-variables by all S™.

Yo D(p) IxD(x)
D(S1) D(S2) D(V$D($) .. Vx—D(x)
J J Y — -
D(S1) D(S2) D(V¢D(9)) D(a) D(b) D(c) ..

(3.8)

The right graph illustrates a simplification performed often without mention. Strictly
speaking, YVx—D(x) has an edge to ——D(a), for every a, forming a 3-path
Vx—=D(x) — D(a) - D(a) — D(a). Now, any double edge x — y — z, where x
has no other out-neighbours and y no other neighbours, can be contracted by remov-
ing y and identifying x = z, virtually without changing (semi)kernels, Fact 7.2. Such

3-paths are usually contracted to single edges, here, identifying D(a) and D(a).

The quantifier prefix is converted to the graph by successively performing such
instantiations and branchings until no quantified variables remain. At the end of
each branch of instantiations of all variables quantified in the original sentence, there
remains the subgraph for its instantiated DNF matrix, a DNF-foot. For example, DNF
matrix D(¢, x) = (¢ A—=Q(x)) V (=P (¢) A R), with a ground atom R, instantiated
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by S € ST and a € M, yields DNF-foot G (D(S, a)):

D(S, a) DS )
\
Ci(S,a) C1(S, a)
Vo v (3.9)
S 0(a) P(S)\ R
i N NN
—S Q(a) P(S) R

The original closed atoms and the expressions resulting from the susbstitutions into
the atoms of the original matrix are the leaves of the foot; here: S, Q(a), P(S), R.
(Typically, they have outgoing edges and may be complex sentences.) Vertex D5
is sentence ~C1 (S, a) A —=Ca(S, a) € S7,, while C1(S, a) is sentence =S A =Q(a).
For L € SK(Gu(D(S.a))) : D(S,a) € L & op5y ¢ L & Ci(S,a) e LV
Ca(S,a) €e L & {—=S,-0(a)} € LV {=P(S), R} € L, reflecting the expected
D(S,a) =1 S=0=0@@@)VPS)=0AR=1).

The full graph G, (£™) has, besides the essentially acyclic G2 described above,
also subgraph G3 containing subgraphs Gy (S) for the sentences with s-quantifiers.
These form the main source of complexity. An s-variable ¢ can occur in a sentence
in a nominal position, that is, within the scope of some operator, or outside any such
scope, in a sentential position,e.g., ¢ in C; = —~¢ A—Q(x). For an s-quantified S, each
A € ST instantiating, according to Definition 3.7.3.(d), an s-variable ¢ in a sentential
position in §, becomes a leaf of Gy, (S), that is, of its DNF-foot (3.9). This leaf is
the source of subgraph G/ (A). In particular, sentence S also instantiates ¢, and the
resulting leaf is actually the source of this very G (S), as in (3.5).> Every A € St,
instantiating ¢ in a sentential position in S, either occurs as an internal vertex, i.e.,
on some path from the source S to some source of a DNF-foot, or not. In the former
case, the leaf A is called an internal leaf of Gp;(S), possibly forming a cycle. In the
latter case A occurs in Gy (S) only as a leaf and is its external leaf, extr G (S),
as the source of its separate G (A). If an external leaf is s-quantified, its subgraph
instantiates its s-variables by all sentences, in particular by S, giving paths back to the
source of G 7(S). The subgraph G, (S) is given by

— the source S,

all paths to all the leaves (at all its DNF-feet),

— 2-cycles at the atoms (occurring in S or instantiating the atomic subexpressions of
S),

cycles from the internal leaves of G (S), and

— the external leaves, without their subgraphs.

Ignoring the cycles at the atoms and through the internal leaves, we speak occasionally
about such subgraphs as if they were trees.

3 To keep the tree analogy, especially the notion of leaves, we can think of each G ;(S) as a tree, where
leaves like A, S have double edges to the sources of G 7 (A), G 7 (S). The intermediate vertices duplicate
then —A, =S, but this does not change (semi)kernels by Fact 7.3, allowing to identify vertices with identical
out-neighbourhoods.
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All sources of s-quantified sentences belong to one strongly connected component
of G (L™), which is the subgraph G3 from (3.6). Their leaves that are sentences Sy
belong to the subgraph G (L), but there are no edges returning from there to G3.

Cycles connecting subgraphs of distinct sentences arise only from sentences sub-
stituted for s-variables in sentential positions. Sentences substituted into nominal
positions, i.e., into the scope of some operator, form only literals with 2-cycles to
their duals, like P(S) < P(S) in (3.9), resulting from substituting S into P(¢).* This
difference is exemplified on drawing (3.5).

This completes our description of the language graphs representing the syntax
of £*. The semantics, including the involved self-reference, is captured by their
(semi)kernels.

3.3 Satisfaction Relation and the (semi)kernel Models

A (semi)kernel L of a language graph represents sentences that are satisfied under
the valuation of atoms determined by the literals contained in L, as indicated by the
evaluation under graph (3.9). Here is a more intricate example involving s-quantified
sentences.

Example 3.10 Let Sy, Sy, ... stand for all ST, except the iterated negations of the source
sentences in each graph sketched below: G (Ay), for Ay = V¢.¢, and G (A3), for
Az =3d¢p.p = =Vo.—¢:

A %V§¢\s> \:E
v v J f ) // N \m

M S>

The drawings indicate only the essential aspects, ignoring other edges and cycles.

In the graph on the left, the source V¢.¢ is an internal leaf, while all S; are external
ones. Any S; € ST valuated to 0 yields S; = 1 and V¢.¢p = 0, but even if all S; = 1,
the mere cycles involving Ay and Ay force V¢.¢p = 0. To obtain a kernel, the odd cycle
via Ay must be broken, i.e., some of its vertices must | have an out-neighbour = 1. If
all S; = 0, this still happens when Ay = 1, making Ay = 0 = V¢.¢. We might say
that the sentence “All sentences are true”, V¢.¢, is a counterexample to its own truth.

In the dual situation of G (A3), a kernel requires breaking the odd cycle via V¢.—¢
and Ag. This happens if any S; = 1, making_ d¢.¢ = 1, but even if all S; were 0, the
only way of breaking this odd cycle is with A3 = 1, hence 3¢.¢ = 1, which provides
thus a witness to its own truth.

The truth-value of V¢.¢ depends on the value of this very sentence. Such circu-
lar dependencies can hardly be captured by any inductive semantic definitions, while

4 These 2-cycles are formed only for atoms with the outermost operator. Substituting S into P (¢, Q(¢))
yields atom P (S, Q(S)) with 2-cycle to its dual P (S, Q(S)). The inner Q(S) does not obtain any edges to
its dual Q(S) here, but only when atom Q(S) occurs in a sentential position.
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semikernels covering this sentence determine its value in line with informal under-
standing.

We define an L1 -sequent I" = A to be valid, I' = A, iff in every language graph
Gy € LGr(LT) every relevant situation satisfies it. A sitfuation is a semikernel L, it
is relevant if it covers I" U A, i.e., T UA C E7[L] = E7 (L) U L, and it satisfies
the sequent by making some D € A true, i.e., AN L # @, or some G € I false, i.e.,
I'NE™ (L) # @. (This is generalized to free object-variables V (I, A), by considering
all assignments o € MV D) with «(S) denoting insertion of «(v) for each free
object-variable v in formula S and o (I") = {«(S) | § € I'}. For free s-variables, all
substitution instances with sentences from ST must hold.)

IF'EA=VYGy e LGr(LY)VYL e SK(Gy) : L =T = A, where

LETl= A VaecM/DD
«(I'UA)YCE[L] — («(I') NE~(L) # %) v (@(A) N L£0).
3.11)
Semikernel models of ' € S* are pairs (G, L) € LGr(LT) x SK(G) satisfying

= F,forall FelI.

The covering condition a(I” U A) € ET[L] brings the important aspect of
(ir)relevance. According to it, a semikernel satisfies every sequent/sentence that it does
not cover. For instance, the empty semikernel satisfies every sequent and every con-
tradiction A A —A, but only vacuously, since it does not cover anything.> A nonempty
semikernel also satisfies A and —A for every sentence it does not cover. This makes
LSO paraconsistent, but in a degenerate way, as contradictions are satisfied only vac-
uously, in situations ignoring them. Semikernels covering A A —A contain either A or
—A, but never both, so a contradiction is unsatisfiable by any semikernel covering it.

In spite of the vacuous satisfiability of contradictions, even possible validity I" =
A AN—A forsome I" and A, contradictions entail everything and I', AA—A = A holds
for every A, I', A. By the previous paragraph, every semikernel satisfying A A —A
does so only vacuously, not covering A A —A, sono I" or A falsify any such validity.

Satisfiability of a contradiction is an oxymoron, so we should clarify this notion in
the present context. An S € ST is a contradiction, S € C, if it is not contained in any
semikernel, i.e., S ¢ L, for every language graph G and L € SK (G). Each classical
contradiction is thus an LSO contradiction, and it can be satisfied only vacuously.
As a typical example, A A —A has the graph A... No semikernel L
contains A A —A. If it did then —A € E(A A —A) C mould force also A € L,
contradicting the independence of L.

Dually, S € ST is a tautology if it is contained in every covering semikernel,
S CE7[L] = S C L. Semikernels not covering S satisfy it vacuously, so a tautology
is satisfied by every semikernel. Classical tautologies are LSO tautologies, so these
definitions just generalize the classical notions (e.g., Vo (—(¢p A —¢)), Vo, ¥ ((—p A
(¢ VvV ¥r)) — ) are tautologies). But as the satisfiable contradictions indicate, their
status and role are a bit more complex than in classical logic.

5 s existence might be philosophically pleasing, e.g., as a representation of total ignorance, accepting both
poles of each contradiction. Formally, it plays no role, as most theories also have nonempty models.
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It might seem that a semikernel, not covering the whole graph, assigns a third value
to all uncovered sentences, but this impression is more wrong than right. In spite of the
partiality of the semikernel models and the involved paraconsistency, the semantics
is two-valued, since by (3.11) each semikernel determines a boolean value of each
sentence, perhaps vacuously by not covering it. If —A is not covered by a semikernel
L, then neither is A, and L satisfies both, so to say, independently of each other.
Satisfaction of both A and —A reflects the non-inductive, holistic character of the
semantics. A semikernel satisfies simply all sentences it does not cover, in addition
to the ones it contains. Although both uncovered A and —A obtain thus value 1, the
logic is not dialetheic, since neither A nor —A obtain both values 1 and 0.

This way of satisfying contradictions underlies the use of semikernels to define mod-
els also for theories that, although locally coherent, perhaps even apparently plausible,
lead to contradictions, as illustrated by the following example.

Example 3.12 The Karen-liar says only that everything said by Karen is false,
Kl =V¢(K¢ — —¢). Semikernel L = {K (K1)} U{K(S) | S # K1}, capturing this
situation, cannot be extended to any kernel because K (K1) = 1 makes K (K1) = 0,
while x Ag(x) = 0, for X # K/, dueto K (X) = 1. The remaining unresolved 3-cycle
KI—KI—g1 A K (K1) prevents any extension of L to a kernel.

Kl —— Kl

KINK (K1) XK (X) SAK(S) K(S)NK (K (S)) T A

v N
K(KI) X K(X) S K(S) K(K(S))
N ! N ! N N

K (K1) X K(X) S K(S) K(K(S))

Semikernels provide thus models for some situations that are merely contradictions in
classical logic, yielding non-explosive semantics. In the example above, semikernel
L can be extended with many other sentences, for instance, with J (A) or with =J (A)
but not with both. The paradox captured by L implies that Karen lies and does not lie,
but, like in an informal analysis of the liar, virtually nothing beyond that. John may
still say A and may not say A, but neither follows in LSO from Karen’s statement. This
suggests defining an s-contradiction (or a paradox) as a theory possessing semikernel
models but no kernel models. Less formally, a paradox is an apparently meaningful
set of statements (possessing a limited, semikernel model) that, at a closer analysis,
displays a contradiction (hence possesses no kernel model). A ‘closer analysis’ means
here not so much deriving all consequences (which would unveil the paradox if it were
manageable), as rather expanding attention to the relevant statements not included in
the original context but demonstrating the implied contradiction. E.g., trying to expand
L with K1 or =K1 fails, displaying only the contradiction K/ A =K which is, so to
say, relevant for this paradox. A similar expansion with J(A) would succeed, yielding
a semikernel showing K!(K!) = —=J(A) and hence K!(K1) = J(A) A —=J(A). This
contradiction is not relevant for this paradox, while the relevant KI A =K1 tells how
to resolve it: valuate s-atoms so that Karen always lies or not, but not both.
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Kernels are semikernels that cover the entire graph. Consequently, they cannot
satisfy contradictions vacuously, yielding a semantics that explodes not only from
contradictions but also from paradoxes. We denote it by =, with the subscript sug-
gesting its classical explosive nature, which will later be linked to (cut). An £ -sequent
I' = Aisc-valid, I’ |=. A, iff in every language graph Gy, € LGr(L™) every kernel
satisfies it. This merely specializes condition (3.11) by replacing semikernels with
kernels:

I'Ee A & YGy € LGr(LT) VK € sol(Gy) Yo € MYV

a(MNE~(K) #0Va(A)NK #0. (3.13)

A kernel model of I' € S7 is its semikernel model (G, K) with K € sol(G).

3.4 The Graph versus Classical Semantics

By Definition 3.7, point 3, each complex sentence is a vertex with edges (or paths)
to the sentence’s components (or instances for quantified sentences), while the value
of each vertex depends solely on the values of its out-neighbours by the semikernel
condition (3.3), in terms of assignments (3.2). This is the compositional aspect of the
semikernel semantics, determining the value of a complex sentence from the values
of its out-neighbours, eventually, its components (or instances). This local compo-
sitionality interacts, however, with the circular dependencies and evades any usual
inductive definition. The holistic element of condition (3.3) lies in the requirement it
puts on the whole set of vertices (sentences), like the holistic element of consistency
requiring simultaneous satisfaction of all axioms. Consequently, the non-vacuous sat-
isfactionin (3.11) is given by the membership of the satisfied formulas in the satisfying
(semi)kernel and not by an inductive definition (e.g., on the complexity of formulas),
which seems rather unlikely to be possible for such circular phenomena.’

The restriction of kernel semantics (3.13) to the trees of subgraph G2 in (3.6), i.e.,
the sentences without s-quantifiers, coincides with the satisfaction defined inductively
in the usual way. For each such a sentence A, its subgraph G, (A) is a tree, except
that instead of leaves, there are literals with 2-cycles. Exactly one element from each
such cycle is in each kernel, thus capturing the valuations of atoms. Every such tree
has exactly one kernel for every valuation of its 2-cycles, obtained by inducing values
from such a valuation upwards,7 reflecting thus the inductive definition of satisfaction.
Kernel K of subgraph G2 (in particular, of G (L)) represents exactly the formulas
satisfied (in M) under valuation p of atoms given by intersecting each atomic 2-cycle
with K, i.e., by setting p(x) =1 < x € K, forx € A"’A:[ (x € Ay for Gy (L)).

Example 3.14 Inclusion of P(S) and R from (3.9) in a kernel K forces, by inde-
pendence, P(S) and R out of it. This, in turn, forces C2(S, a) € K by absorption, so

6 Aninductive definition of a semantics, based on (another use of) graphs in [41], assigns to sentences with
circular dependencies sets of equations that are formed, under the specified semantic restrictions, from such
sets assigned to the sentence’s components. This formally inductive definition merely relocates circularity
and non-compositionality to solving sets of equations; hence, it does not seem to contradict the claimed
unlikeliness.

7 Incidentally, this is the first result about kernels from [47], where the concept was introduced.
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°Ds.a) ¢ K and D(S, a) € K. Thisimplication from { P(S), R} € Kto D(S,a) € K
reflects that from =P (S) A R to D(S, a).

There is thus a bijection mapping a FOL structure (M, p), with an £-domain M and
o € 2 to the language graph with its kernel (G (L), K p), where A € K, &
p(A) = 1 for Ly-atoms A. Then also, for all S € Sy, (with = denoting here the
standard FOL satisfaction),

(M.p) =S < Sek,. (3.15)

Unlike kernels, containing exactly one element from every atomic 2-cycle, each semik-
ernel contains at most one such element, representing thus a partial valuation of atoms.
Since atomic 2-cycles have no outgoing edges, every such partial valuation forms a
semikernel of the whole graph.

An analogous observation applies to subgraph G (£). No edges go out of it to its
complement G (L°), so every kernel of G (L) is a semikernel of the whole graph
G(L™). All trees of G (£) have atomic 2-cycles at their leaves, so this subgraph has a
unique solution for every choice from these 2-cycles. This reflects the elementary fact
that every valuation of atoms determines, by inductive definition, the semantic values
of all sentences in classical and most other logics.

The same holds for subgraph G2. It, too, is a collection of trees with the atomic
2-cycles; hence, it is uniquely solvable for every choice from these cycles (the val-
uation of atoms). It has no edges to its complement G3, hence each kernel of G2 is
a semikernel of G (£*). This shows the unsurprising fact that adding operators to a
classical language does not create any paradoxes (allows to evaluate inductively all
sentences under every valuation of all atoms, including the new s-atoms).

What remains is subgraph G3 which contains multiple cycles, many of which
are odd. The reader may, even should, wonder if this subgraph hides perhaps some
unavoidable paradoxes, making the whole language graph G (L) unsolvable. Its
complexity makes its solvability far from obvious. The undefinability of truth underlies
various forms of the claim, originating with Tarski’s [44], that the natural language
actually is inconsistent, e.g., [3, 5, 9, 15, 29]. The theorem is based on the availability
of self-reference and the construction of the liar in a sufficiently strong theory. In
LSO, self-reference is present in the very language and, as seen in Example 3.12,
some valuations of s-atoms make the graph G (£™) unsolvable. It might happen that
the graph is unsolvable for every valuation of atoms, that is, the language itself is
inconsistent.

The following Section 3.5 resolves this worry, showing that G (L") does have a
kernel, that is, all sentences of £ can be evaluated respecting the classical semantics.
First, Theorem 3.16 states that, for a language £® with s-quantifiers but no operators,
language graphs not only have kernels, but have unique one for every valuation of £
atoms. (Thus, adding such quantifiers to any classical language does not create any
paradoxes, just as adding only sentential operators does not. Paradoxes require both
operators and s-quantifiers.) Solvability of graphs for the full language £ follows,
Theorem 3.20, but paradoxes become possible and if they occur then semikernel
semantics enables more detailed analysis than kernel semantics.
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Section 3.5 is rather technical, referring to even more technical proofs in the
Appendix. One can safely skip it on a casual reading, going now to Section 4 with just
the two mentioned theorems.

3.5 Solvability of G(L®) and G(L™T)

In £®, extending the object-language £ with s-quantifiers but no operators, s-variables
occur only in sentential positions. The only atoms are L-atoms A (and possibly C.
When A = ¢, the language #? is that of quantified boolean sentences, QBS.) Given a
domain M and p € 2%, all £® sentences obtain unique values by a unique extension
to a kernel p of the corresponding graph G (£®). (Numbers in parentheses refer to
the same statements with proofs in the Appendix.)

Theorem 3.16 (7.6) For each G (L®) and p € 2AM, there is a unique p €
50l(G y (L)) with pla,, = p.

The proof relies on the next lemma, stating that a solution of G ,,(S) — denoting, for
NS Sﬁ, \ Sy, vertices of Gy (S) without those in its DNF-feet — depends on the
valuation of Ay, but not of external leaves ext(G s (S)), p.14, as the second part of
the lemma states. In a way, DNF-foot determines a boolean function, and the value
of § depends on this function (and the valuation of Aj,) rather than on the values of
external leaves, which span all possibilities. Valuation of ext (G ys (S)) affects of course
the values in the DNF-feet, where they occur. For either sentence A from Example
3.10, the lemma implies that the value of the source vertex with its marked cycles,
G~ (A), is independent from the values of the external leaves Si, S», ...

Lemma 3.17 (7.7) For every Gu(L®) and A € S, each valuation p of atoms Ay
and external leaves of Gy (A), p € 25M9extGu(A) " has q unique extension to py €
s0l(G y(A)). Valuation of atoms, p|a,,, determines the restriction of pa to G, (A),
in particular, the value ps(A).

Valuation of sentences ij[ \ Sps does not have any standard definition, which is merely
suggested by (3.1). By Theorem 3.16, such a valuation p is determined by p € 24
just as is the valuation of S;. Existence and uniqueness of p ensure well-definedness
of (3.1), given by the following.

Definition 3.18 An Egﬁl—sentence A is true in an L structure (M, p), i.e., an £-domain
M with p € 28% (M, p) = A, iff 5(A) = 1 for the unique solution 5 € 50l (G (LP))
with p[s,, = p.

An L structure (M, p) can be thus seen as an £® structure interpreting all £ sen-
tences. Any I" € S® determines a well-defined class Mod(I") = {(M, p) | VA €
r: M,p) = A} = ﬂAeF Mod(A) of L structures modelling I". The bijection
(3.15) between FOL structures and graphs with kernels, mapping (M, p) to (G, K,),
extends to FOL® by mapping (M, p) to (G, p).

The hardly unexpected but significant Theorem 3.16 implies that a classical lan-
guage L remains free from paradoxes, under every valuation of atoms, when extended
with quantification over all sentences to £2. In fact, by the following theorem, £
has the same expressive power as L.
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Theorem 3.19 (7.11) For every I' € L® there is a I'™ € L with Mod(I') =
Mod(I" ™).

In particular, quantification over all sentences in FOL®, extending FOL apparently as
far as possibility of self-reference, reduces to propositional quantification.

Solvability of G(LT)

Operators applied to sentences provide only fresh atoms, so one might think that
everything works unchanged. It does, if only such operators are introduced without s-
quantifiers. The language graph which is then, as for the object-language, a collection
of trees with new s-atoms, is uniquely solvable for every valuation of atoms. How-
ever, the combination of operators with s-quantifiers changes things dramatically. For
instance, blind ascriptions of truth or infinite conjunctions, namely claims of the form
“All Ks are true”, for an operator K, become expressible as V¢ (K¢ — ¢).8 Techni-
cally, a more significant novelty is the dependence of the operators on their argument
sentences, not only the boolean values of these sentences, and the possibility of violat-
ing semantic equivalence of arguments. Consequently, only even cycles may be broken
without breaking the corresponding odd ones, leading to paradoxes. Unlike valuations
of £-atoms in a domain M, determining solutions of G (£L®), some valuations of s-
atoms can make language graph Gy (£T) unsolvable, as illustrated by Example 3.12.
L can thus express some paradoxes, but none are implied. They appear, as in the
example, only due to unfortunate valuations of s-atoms. An expansion £ of a classical
language £ remains consistent in the sense of the following theorem.

Theorem 3.20 Every language graph G (L) has a kernel.

A proof can just repeat the proof of Theorem 3.16 treating all operators as, e.g.,
constantly true. Solvability of graphs G (L") with a more flexible interpretation of
operators can be obtained from Theorem 5.6. It states the preservation of solvability
by definitional extension, that is, introduction of a fresh operator, say P, to a language
LT, by a sentence of the form V¢ (P (¢) < Yy F(¢, ¥)), with ¥ € {V, 3} and an
LT -formula (not containing P) ¥y F(¢, ¥) with the free variables ¢ among those
of P(¢). Starting now from, e.g., £®, with no operators but with graphs solvable by
Theorem 3.16, yields the solvability of graphs for its expansion with any, also infinite,
number of operators.

4 Reasoning, (non-)explosiveness and (cut)

LSO provides a sound and complete reasoning for the semikernel semantics (3.11).

Theorem4.1 (8.1),83) ' A & I' = A, for I', A over a countable L € FOL™.

8 Their role for truth-theory has been discussed at least since Quine’s [33]. When syntax is arithmetized,
they become problematic due to the complications with controlling their interaction with the restrictions on
Convention T, e.g., [18, 31]. A paradox in LSO, in turn, requires a sentence or s-variable to occur in both a
sentential and a nominal position, as exemplified by such blind ascriptions.
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Given the classical character of LSO and the non-explosiveness of the semikernel
semantics, this can seem surprising, so we comment on it a bit closer.

The derivability I = A A —A shows the impossibility of combining I" with any
coherent valuation of A. By soundness, I" = A A—A, so every semikernel L satisfying
I' satisfies A A —A. But L can do it only vacuously, so if I" has any models, they are
only semikernels not covering A A —A.

Such I's do not exist at the object-level, where entailing a contradiction amounts
to being one. Paradoxes occur only at the metalevel, with the help of operators and
s-quantifiers, and the contradictions they imply involve these operators as well.

For an illustration, we go back to Example 3.12 with Karen claiming to always lie.
We can then prove that she does not, K (K/) = — K/, but no paradox follows yet. If this
is everything she says, then we can also prove that she is always lying, and K!K!
K1 A =K1 witnesses to a paradox, where K!K[ abbreviates {K (K1), V¢(K¢p — ¢ =
K1)}. (Section 5.1 contains more details.)

Provability K!KI = KI A =K does not imply the nonexistence of a semikernel
containing K!K1, as K!K! () would do, but the nonexistence of such a semikernel
covering also KI A —KI. Most other contradictions and sentences are not derivable
from K!KI. As we saw under Example 3.12, K!K![ [~ J(A), which follows from the
infinite branch of the attempted derivation (X = J(A)):

S1 =KI,K!KIFX,K(X),S =KI

: , (neq) §) # KI
KIKI - X, K(X), K(S)) S1 = K1, K'KI - X, K(X)
K(S) — $1 = KL, K'KIF X, K(X) .. X=KLKKIFXX=KI

v [S neq) X # Kl
) [51/¢] KIK[ - X K(X) (e X # X = KL, K'KI - X

K(X) > X = KI, K'KI - X

V) [X/6] :
KI=KIK'KI - X KK+ X, K(K])
K(KI) — KI = KL KIKI - X

"
V) [K1/@] K'KI+ X

The branch keeps instantiating V¢ (K¢ — ¢ = KI) by all sentences. In the limit,
K (S;) foreach S; # K1 appears to the right of . Since no disjunction of X with K (X) or
other K (S;) is provable, the following countermodel results, reflecting K!K1 ¥ J(A)
(extending L from Example 3.12):

Z=1{J(A),K(K]),Yp (K¢ — ¢ = KD}YU{K(S;) | S; # KI}.° 4.2)

In the same way, K!KI ¥ (. Its derivation would copy the attempted K!K! F X
above, removing all X's and yielding the infinite branch with the countermodel Z; =
Z \ {J(A)}. The possible situation where Karen claims to be lying can be extended to
one where Karen claims nothing else, Z;, and then to Z where John is not saying A,
so K!K1¥ J(A).

Now, a contradiction entails every sentence S, e.g., KIA—KI F S, reflecting the fact
that it does not belong to any semikernel. Since a paradox entails some contradiction,
like K!KI + —=KI A KI, using (cut) o84 _ATEA would yield K!KI + S. But

TFA
semikernel (4.2) gives a countermodel Z = K!KI = J(A), so (cut) is not sound.

9 This shows only the crucial sentences in Z, which contains also others implied by these ones: K (X) —
X = Kl forevery X e ST, Y = Kiforall Y # K/, and Kl = KI.
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It is trivially admissible for the object-language, as long as only LK is used, but it
changes the semantics for the whole LSO. The contradiction KI A =K1, following
from Karen’s statement, is not ‘discovered’ in Z. A semikernel that is not a kernel
represents a limited context which is coherent, that is, only locally consistent, without
taking into account the whole language. Z provides a model for Karen saying only
K1, but inquiry into the truth of what she is saying, K/ or =K1, expands this context
to the point where the paradox — the impossibility of a valuation of K/ coherent with
Z —1is discovered.

To obtain a “fully classical”, i.e., explosive logic, enabling derivation of everything
from K!K| via the contradiction it entails, it suffices to add unrestricted (cut), yielding
LSO¢, with . denoting provability. This brings us to the kernel semantics (3.13), for
which LSO€ is sound and complete.

Theorem 4.3 (8.4) For I', A over a countable LT € FOLT: I' = Aiff ' F A.

Making thus contradictions explode seems the only contribution of (cut) to LSO. Para-
doxes discovered using (cut) can also be diagnosed without it, since if LSO¢ derives
some contradiction from a theory, so does LSO. By the following theorem, LSO derives
then a contradiction of the specific form Lo = \/4.o(S A =), for a finite set of
sentences Q, denoted by Q € S™.

Theorem 4.4 (7.20) For I', A over a countable LT € FOLT,
(VQ@S+:FJ;‘J_Q):>(VLG(C:FJ>‘CJ_).

4.1 Non-transitivity

The unsoundness of (cut) for the semikernel semantics (3.11) arises from the subtle
element of (ir)relevance: vacuous satisfaction of a formula by a semikernel not covering
it. If {X} € Cthen I' + X eitherif I' - ¢, i.e., I’ € C,orif I' ¢ C but every
semikernel containing I” satisfies I" = X vacuously, by not covering X. In the latter
case, semikernels containing /" may cover other sentences, enabling I = A. The
unsoundness of (cut) is limited to such cases, when countermodels to the conclusion
satisfy premise(s) only vacuously.

Fact4.5 (al)I' =A,Aand(a2) ', A = A and (c) I' = A iff there is a semikernel
L & I' = A butnone such can be extended to a semikernel L' O L with A € ET[L'].

Proof =) (c) I' = A means that there is a semikernel L = I" = A,ie., I C L
and A € E~(L). Let L be any such. If L can be extended to L’ covering A, then
I' € L"and A € E~ (L), while either (i) A € E~(L’), contradicting (al) since
L'~=T = A,A, or (i2) A € L', contradicting (a2) as L' = I’y A = A. Thus, L
cannot be extended to cover A.

<) A semikernel L = I' = A establishes (c). Let L’ be any semikernel cov-
ering I', A and A. By assumption L' = I" = A (otherwise it could not cover A),
establishing both (al) and (a2). O

The impossibility to extend a semikernel L = I' = A to a semikernel covering A
means that L harbours a paradox: excluding both A and —A, it cannot be extended
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to a kernel, precluding a valuation of the entire language. In Fact 4.5, this applies to
all semikernels falsifying the conclusion I = A of (cut), meaning that its negation
is paradoxical but not contradictory. The conclusion itself need not be paradoxical, as
semikernels satisfying it may admit extensions to kernels.

This inadmissibility of (cut) at the metalevel of LSO is reminiscent of the non-
transitive consequence studied, e.g., in [10, 39, 40]. These non-transitive systems are
fundamentally different from LSO, as they deal with a transparent truth predicate in
the style of AST. However, the role of (cut), or rather of its absence, seems sufficiently
similar in both to warrant a closer comment.

Relation = from [39], appearing most relevant for the comparison, concerns the
so-called external or meta-inferential level: A, =A = B is valid (vacuously), but (cut)
I'-A; I'kF—-A

I'+B
1Y % and % =0, with % representing paradox. To prevent 1 =¥’ 0, transitivity is
blocked precisely when the cut formula is a paradox (relatively to the context). Fact
3.17 in [39] excludes (cut) between I" = A, A and A, I’ = A when A evaluates
to % in the models falsifying I" = A. This is reflected, if not exactly repeated, by
our Fact 4.5, barring transitivity to the conclusions falsifiable only by the models that
display their latent paradox under the extensions covering A. Despite conveying very
similar informal messages, the two facts differ due to the different models of paradox.

This is a fundamental difference between the 3-valued semantics in [39, 40] and
our 2-valued semantics. As noted earlier, even if a semikernel does not cover the
whole graph, it still assigns a boolean value to all sentences. Semikernels do handle
inconsistency by leaving it out, but in each relevant semikernel L, which covers the
actual sequent, every sentence of the sequent is either true (in L) or false (in E™(L)).
Kernels are just special cases that leave nothing out. Since they exist for language
graphs, all sentences can obtain truth values. A paradox is not a third value but a
failure to assign any of the two. Atomic claims are either true or false, while the
unfortunate third value of paradox — or rather the unfortunate fact of not being amenable
to evaluation — arises only from confused (compounds of) sentences. Semikernels
allow Karen to say that she is always lying and even to say only that. That a paradox
results is as unfortunate a consequence as is the contradiction that she is both telling
the truth and not, which falls out of reasonable discourse, out of any model. It could
be viewed as a third value, but it seems more accurate to see it as the impossibility of
extending a bivalent valuation, given by a semikernel containing Karen’s statements,
to one determining also the truth of their consequences.

These differences in the semantics come clearly forth in the reasoning systems.
The 3-sided sequent systems in [39], reflecting the 3-valued semantics, come in two
variants, disjunctive and conjunctive, which can be related to the 2-sided ones in the
expected ways but extend considerably their expressiveness. We do not dispute their
merits but limit the comparison to the 2-sided system for =% . First, LSO restricted
to the mere truth predicate is a trivial extension of LK admitting, besides unrestricted
(cut), insertion of 7 around any sentence. ST reasoning from [40] almost coincides
with the so-restricted LSO except that, using =% with 3-valued models, ST does not
admit (cut). Restrictions on (cut) are very similar in ST and LSO, guarding against
applications over paradoxes. However, while ST needs such restrictions for reasoning

in the form is not admissible. More specifically, relation =9 holds for
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with a truth predicate, responsible for paradoxes in AST, the restrictions on (cut) in LSO
are used for reasoning with arbitrary operators. Limited to the mere object-language,
LSO is just LK admitting (cut).

Perhaps the most significant difference emerges from admitting unrestricted (cut).
Since we have both 1 =¥ % and % =Y 0, (cut) trivializes =¥ yielding 1 = 0.
In LSO, (cut) does not trivialize the logic but only inconsistent theories, turning the
non-explosive logic of semikernels into the explosive one of kernels. Paradoxical
statements by Karen imply specific contradictions, but they do not affect John or the
object-level. Unrestricted (cut), by making paradoxes entail everything, breaks this
bond of relevance and reverts LSO to the classically explosive logic.

Given such diverging technical contexts, the restricted transitivity via paradoxes is
indeed a striking similarity between the two approaches. Still, the differences in the
scope of (cut)’s applicability and the dramatically different consequences of lifting
its restrictions suggest that the significance of this similarity might be smaller than it
initially appears.

5 Some Examples

This section gives some examples of paradox analysis in LSO. Even when approaches
based on AST provide similar conclusions, the analyses differ. Cases with an inten-
sional or modal character may be problematic in AST due to paradoxes arising easier
with modalities-as-predicates than with modal operators. The finer distinctions of
such an intensional kind in Section 5.2 are hardly expressible in AST. In general, the
non-explosiveness of LSO leads to the derivability of only relevant consequences of
paradoxes, which suggest specific changes for avoiding them.

5.1 Stating a Paradox is Possible, even if not Evaluating its Truth-Value

Karen saying that she always lies, K(K![) with Kl = V¢ (K¢ — —¢), sometimes
tells the truth:
Vo(K¢p — —¢), K(KI) - Kl
—KI,Yp(K¢p — —¢), K(KI) Vo(Kp — —¢), K(KI) = K(KI)
K(Kl) - =KI,V¢(Kp — —¢), K(KI) -
Vo (Ko — —¢), K(KI) -
K(Kl) = =Vo(K¢p — —¢)
As noted by Prior in [32], Karen must then also sometimes lie:

5.1

) KI[KI/$]

S.1

K1, K(KD) F K(KID) K1, K(KD) -
Yo(K$ — ¢), K(KI) > KI, K(KI) -
Vo (K¢ — ¢), K(KD)
K(KD)F—VY¢(Kp — ¢)

) KILK1/¢)

The resulting Prior’s theorem

K(Np(K$p — —=¢)) — (3p(Kd A dp) AP (K A —9)), (5.2)
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is so far no paradox, as Karen can also say other things. If she does not, what follows is
not that she is saying two things, one true and one false, but a contradiction, signalling
a paradox seen in Example 3.12. On the one hand, (5.1) gives K(KI) - —KI. To
obtain K requires capturing that she says nothing else, which amounts to the infinite
set of negated atoms L = (K (S) | S # KI}.

S
: L\{K(S)}, K(KD, K(S), S+ K(S)
L. K(Kl) - —KI L, K(KI),K(S), S+
L. K(Kl) - K(KI) — =Kl L. K(KI)F K(S)——S —for each S #K!
L, K(KI) FVYp(Kp — —¢)

—-KS)eL

8)

S-equality allows a finite expression and proof of this fact, using (V;) instead of (\7’;):

5.1 ..Kobk .. Ko .,o=Kl,..Fo=KlI
: - | KR
: ... Ko -0 =KI,K'KIl,Ko,oc -0 =KI (Vg)K!Kl[O‘/¢]
K!Kl, K(KI), Kl + K'Kl,Ko,o0 -0 =Kl
K'KI+ K(Kl) - —KI K'Kl+ Ko — —o,0 = KI

KIKIFVo(K$ — —¢) V&)
The semikernel L = L U {K (K1)} models Karen saying only that she is lying. The
paradox amounts to the provability of contradiction, K!K! + KI A —KI, and the
impossibility of extending semikernel L to any covering K!/. Karen’s paradoxical
statement makes evaluation of its truth-value impossible. Semikernel L does not,
however, validate any other statements. Most other facts — and contradictions — remain
unprovable. Snow does not become non-white, while for any sentence S distinct from
K, we have K'KI F =K (S) but K!K! ¥ K(S). Karen saying only K/ does not
become Karen saying everything, as she does in AST (or LSO¢).

The Diagonalization Lemma

This beautiful and powerful result ensures that, for every formula with one free vari-
able, F(x), there is a sentence S such that § <> F("S") is provable (if the theory
contains enough arithmetic). It gives then the equivalence =7 ("L™) <> L, with Con-
vention T yielding L <> 7 ("L™). The situation in LSO is different, although variants
of the lemma hold here, too. For instance:

Fact 5.3 Forevery formula F ¢ with one free variable, s-variable ¢, there is a sentence
S, with a fresh operator K, such that K| = S — F(S), for valuations K| making
K(S) =1

Taking S = Vo (K¢ — F¢)yields K(S) = S — F(S), sothat S says (or implies) “S
is F”. Just as the liar L is the paradigmatic paradoxical instance of the diagonalization
lemma in AST, Karen is such an instance of this fact in LSO, with F¢ = —¢ and K/
for S. Proof (5.1) gives then K (S) = F(S), hence K(S) = S — F(S), and paradox
results if K is true only about K. With the chosen S, no paradox arises unless ¢ has
a sentential occurrence in F¢, as S has only nominal ¢ under K, while a paradox
requires both. Paradoxes arising potentially from self-reference in Fact 5.3 exemplify
again dependence on the interpretation of operators.
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5.2 Statements do not Affect Facts, but Tautologies can make a Difference

Just like the fact of making a statement should not be confused with the statement
itself, thinking a thought should be distinguished from the thought’s content, let alone
its truth. When thoughts are confused with their truth-values, thinking may seem
to force something outside one’s thoughts. The following is quoted with inessential
modifications after [1]:

“If K is thinking only ‘Everything I am thinking now is false iff X is false’, then X
is true.”

We take X as an arbitrary atom, while Asher, reading it as “Everything Tarski is
thinking is false”, notes: “By reasoning that is valid in the simple theory of types, we
conclude that Tarski was not able to think that snow is white, a bizarre and unwanted
consequence of a logic for belief”.

The relevant part of the graph is shown below. K is thinking A = Kl < —X,
where Kl = V¢ (K¢ — —¢) is as in Example 3.12; each gAk(s) has edges to K(S)
and S, as shown for 4 AK(A)-

A o] S
A o) — > H—Kl‘ > 51K (Sy)
I
K(A) == K(A) =——— AAKk(4) S$2NK(82)

Each combination 2(K):X} of literals over K (A) and X, forms a semikernel so

K (A) & X, since e.g., {K(A), X} F~ X. LSO proves something about the relations
between the truth-values of A and of X, e.g., A, K(A) F X, but this isn’t as exciting
as K’s thought limiting Tarski’s.

If A is the only thought of K, K!A = {K(A), VY (K¢ — ¥ = A)}, then K(S) =
0 =5 Ags) foreach S # A, leaving 4 Ag(4) undetermined. We still have K!A ¥
X, as {K(A), X} can be extended to a semikernel containing K!A. Something new
follows now about the relation between truth of A and X. Of the two cycles via
A — Kl —p ANka) — ‘A, the one via o, is even and the one via o}, odd. Having
sAk(s) =0, forall § # A, the only way to break the latter is by X =0,ie, X =1.
Now, this follows also assuming —A, i.e., —A, K!(A) - X.

The two proofs give A v —A, K!A F X. Having also - A v —A, (cut) would
yield K!A + X. But semikernel {K!A, X} shows K!A }= X. To obtain X requires
an additional assumption. The two proofs show that A’s value does not matter. What
matters is that it has one, A vV —=A = 1. This is guaranteed by - A vV —A only in
situations covering A vV —A. The needed assumption is that in situations containing
K!'A and covering X, also A can be evaluated, so that A v =A = 1. No semikernel
extension of {K!A, X} allows this, while K!A = X makes this (cut) unsound.

K’s thought A, “This thought is false iff X is”, is true iff the equivalence it states is.
X is not entailed by K thinking A but by this equivalence, A < (—A < —X) = X,
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and vacuously so when X = 0. To this propositional essence, our semantics adds
the possibility of non-satisfaction of X when K thinks only A, so that K!A & X.
This thought of K, being a contingent paradox, yields inconsistency when X is false,
K!A, =X = A A —A. Hence, X must be true if K thinking only A is to form a non-
paradoxical situation with A’s truth or falsity, AV —A, K!A = X, not merely because
K is thinking A and nothing else.

Although tautological, A v —A adds thus the nonempty assumption that A is not
part of a paradox. (Most other tautologies are here irrelevant and adding them will
not entail X.) In classical logic, this tacit assumption of non-paradoxicality coincides
with consistency. Distinguishing the two and admitting the plausible event {K!A, =X},
LSO notices also that A becomes then paradoxical.

5.3 Metalanguage: Paradoxes and Indeterminate Statements

The non-explosiveness of paradoxes is one feature distinguishing the metalanguage
from the object-language. Another is exemplified by sentences that remain indetermi-
nate under some valuations of all atoms. John saying only that he always tells the truth,
the framed J (Jt) with Jt = V¢ (J¢ — ¢) on the drawing below, is the truth-teller.
Each A (x), for X # Jt, is false due to John not saying X, while J(J1) = 0 leaves

the 4-cycle Jt —57 Ay — J1 with one solution J7 = 1 and the other J = 0.

u\h/l’\

TN TAIX) SAT(S) TENUS)

| LN b N

eh) X T(X) 7(S) T (S)

J(X) J(S) JUJ(S))

LSO admits semikernel models with sentences like J ¢ left without any value. This does
not happen at the object-level £, nor £, where each valuation of atoms determines
the values of all sentences. Considering this metalevel phenomenon a flaw seems due
to the identification of the metalanguage with (a subset of) the object-language by
coding the former in the latter. In LSO such indeterminateness is simply another,
besides paradoxes, feature distinguishing the two. Moreover, the difference between
the innocent self-reference of the truth-teller and the vicious circularity of paradoxes,
reflecting the indeterminacy of the former versus the impossibility of valuating the
latter, is captured in language graphs by even versus (unresolvable) odd cycles.

The unproblematic status of the truth-teller amounts to the informal observation
that it says nothing. Making no real claim, its truth or falsity makes no difference and
can be chosen arbitrarily. A difference appears if it also says some false X, because
then wA;(x) = 1 makes Jt = 0. But even if everything else John is saying is true, the

d-cycle Jt —57 Ny(r) — ﬁ can still be solved with J# = 0 and A = 1. The
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mere claim of telling only the truth implies the consistency of this claim’s falsehood,
regardless of what other true or false things one may be saying. '’

5.4 Modal Logics

The authors of [8] consider the following situation, with a peculiar pattern of reference.

(1) Ann believes that Bob assumes that (2).
(2) Ann believes that Bob’s assumption is wrong.

The question whether (*) Ann believes Bob’s assumption to be wrong, is answered by
the following informal reasoning. (We insert (a), (b), and (c) to mark the assumptions
used later.)

“If so, then in Ann’s view, Bob’s assumption, namely ‘Ann believes that Bob’s
assumption is wrong’, is right. But then Ann does not believe that Bob’s assumption is
wrong (a), which contradicts our starting supposition. This leaves the other possibility
(b), that Ann does not believe that Bob’s assumption is wrong. If this is so, then in
Ann’s view, Bob’s assumption, namely ‘Ann believes that Bob’s assumption is wrong’,
is wrong (c). But then Ann does believe that Bob’s assumption is wrong, so we again
get a contradiction.”

Whether statements form a paradox or not depends often on the representation, and
the authors build an impressive machinery to ensure that these do. The following is
only one possible way of capturing the situation in LSO. We do not worry about the
distinction between ‘believes’ and ‘assumes’, central in [8], but denote Ann’s thoughts
by A, Bob’s by B and let o be what Ann believes to be Bob’s assumption (2). This
yields the following representation:

(1) ABo (2)o,whereo <> A(BoA—o)and A(Bo A—0) g) ABoANA—0o.

As in normal modal logic, A distributes over conjunction and implication, (d). Equiv-
alence (2), available to the agents, has any number of As (or Bs), in particular,
A(oc <> A(Bo A —0o)). Adding the assumptions from the informal argument yields,
for all ¢, ¥:

(a) AAp < A¢p (c) ~A¢p — A—¢, for relevant ¢

(b) Ap v —Agp () AP AY) < (AP A AY) and A(p — V) — (AP — AY)
The question whether (*) Ann believes Bob’s assumption to be wrong, asking appar-
ently whether Ao or —Ao (or A—o), since o is what B assumes, asks equally whether
—0o or o, as o states exactly that Ann believes Bob’s assumption to be wrong. Taking
the former, LSO proves AxAo A —Ao from Ax = {(1), (2), (a), (b), (c), (d)}, but
we spare the reader the involved intricacies. In spite of the appearances, this para-
dox concerns only a single complex belief of Ann. No axioms about Bob are needed,
and their irrelevance becomes apparent when we note that (1) simplifies (2) to a ver-
sion of Knower’s paradox, o <> A—o. Subtleties of the analyses in [8], intended

10 Byridan’s early proposal, that each statement claims its own truth in addition to whatever it may be
saying, provides thus a ‘solution’ to the liar and similar paradoxes by making them false — but for the price
of consistency of all statements being false. Earlier, Bradwardine maintained the falsity of paradoxes without
this over-generalization, taking only some — self-negating — statements as also claiming their own truth,
e.g., [35, 36]. These statements, only vaguely specified, can be now identified precisely by the presence of
the (unresolvable) odd cycles.
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for applications to multiagent games, result in a particular modal logic, while LSO
is a general schema admitting various specializations and helping to unveil uniform
patterns. Granting the ingenuity of the scenario, there seems to be nothing specifically
intensional or modal about the paradox, at least, when represented as above. Reading
A¢ as ‘A claims ¢’, the scenario becomes

(1) Ann claims that Bob claims that (2),
(2) Ann claims that Bob’s claim is false,

yielding a paradox of semantic character, represented and analyzed in exactly the
same way.

In general, modal paradoxes have a natural representation in LSO, with modalities
axiomatized as appropriate operators. (The system LSO might need adjustments to
handle such axiomatizations, especially, to cater for the necessitation rule.) Relating
modal logic to LSO would take at least another paper, so we only comment on one
more example, utilizing the difference between language graphs and Kripke frames,
reflected here by that between sentences and propositions.

The formula K¢ A VY (KY¥ — ¥ = ¢), for Karen saying only ¢, occurs as a
subformula in the sentence VOV (K <> ¢ = ¢), considered by Kaplan in [21],
if we write it equivalently as

(A)VPO(Kp AVY (KY — o = ¢)).

The important difference is that Kaplan uses = as the equality of propositions,
instead of our syntactic equality =. With s-quantifiers ranging over propositions,
viewed as arbitrary subsets of possible worlds, a cardinality argument excludes an
operator K satisfying (A), making it false rather than paradoxical. However, (A) says
that for every ¢ it is possible for K to say ¢ and nothing else, which seems quite plau-
sible in limited situations. According to [21], logic should not rule it out. Attempts to
save (A) (for instance, by taking as propositions only some subsets, as in [24], or by
restricting the principle of universal instantiation, e.g., [4]) leave the issue open.

The cardinality argument does not affect language graphs, where ¢ and K act on
sentences and not any subsets. (A) is trivially satisfied by semikernel L containing
VO (K \¢) and atom O(K!S;), for each S; € ST. Ensuring modal content of ¢ and K,
by closing L under appropriate modal axioms, does not change the situation and keeps
(A) satisfiable, as the problem is due to the model of propositions and not modalities.

5.5 The Yablo Paradox

All our examples so far have involved circular paradoxes because they are most com-
mon and natural. The Yablo paradox, on the other hand, appears noncircular, unless
one applies some esoteric notions of circularity. In LSO, it amounts simply to the graph
cycles and Yablo graph ¥ = (w, <) has none. The essential aspects of this paradox
can be captured, e.g., by the following theory Y from [22]:

(a) a transitive binary relation R on a nonempty set of sentences,

(b) that has no endpoints, VoIS R («, B), and where

(B) operator P satisfies the formula: Vo (P () < VB(R(a, f) — —P(B))).

A single sentence with a loop provides a model of R, and so does the w-ordering, but
no semikernel contains Y. The author observes that its “inconsistency [...] has nothing
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to do with truth, for it [...] arises irrespective of what P means: other than the Yablo
scheme itself (B) and the auxiliary axioms (a), (b), no specific axioms for P are used
in the deduction of the inconsistency.” Indeed, Y with variables ranging over objects
rather than sentences is a contradiction and the inconsistency of Y has nothing to do
with the truth predicate. By our definition of paradox, as the inclusion in a semikernel
that cannot be extended to a kernel, Y is not a paradox but a contradiction.

A paradox can be obtained using a different formulation. For instance, let Py, Ps, ...
be w operators (persons), each P; holding for (saying) exactly V¢ (P;j¢p — —¢) for
all j > i. Theory I', containing for each P; s-atoms {P; (V¢ (Pj¢p — —¢)) | j > i}
and negations of P; applied to all other sentences, captures the Yablo-like situation,
where everybody makes infinitely many claims, amounting to: everything everybody
after me is saying is false.

This I, composed of s-literals, is a semikernel of any language graph. Schema (1)
below, for subgraph G (V¢ (P1¢p — —¢)), is equivalent to (2), with contracted double
edges from o; to e;.

M Vo (P1op — —¢) @ Vo (P1op — —¢)

ol/i ;
e |

P1(81) — =5 P1($2) > =%

| ¢ :

N N A N
A R A A

Prso S PS5 PSS PS) S

<

When Py (Sx) = 0, the respective o; = (. With the valuation of s-atoms given by I,
this leaves only subgraph (2) with S, identical to V¢ (P;¢p — —¢) for i > 1. The
same happens for every P;, leaving pattern (3) below, where dashed arrows mark the
triple arrows which can be contracted to single ones, yielding Yablo graph (w, <):

® (vorio ~ ﬁ¢>}//—,><V¢(Pz¢ e _ v (Pro ﬁdy)} — (i > -0) B =

Theory I" defines thus operators P; forming a semikernel which cannot be extended
to a kernel due to the unsolvability of subgraph (3).

The infinitary character of the argument is captured in LSO¢, formalizing the fol-
lowing proof:

(a) Pp says something true if either what it says about P; is true, i.e., everything P>
says is false, or else if P, says something true: I' = (3¢ (P2 A @) vV Vo (Prdp —

—¢)) = Ip(P1¢p N P)
(b) The antecedent of (a) is a tautology, so P; says something true: I = 3¢ (P1¢p AP).
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(c) By the analogous argument, I" = 3¢ (P;ip A ¢) for every i > 1,ie., ' =

Vo (Pip — —¢).
(d) Collecting all formulas from point (c) for i > 2, gives actually I" = V¢ (P1¢p —

—9).
(e) Contradiction of (b) and (d) shows paradoxicality of I".

We abbreviate L; = Vo (Pi¢p — —¢), so that =L; <> ¢ (Pip A ¢p), and let L;[¢\S]
denote the instantiation of V¢ in L; by S. The following is a proof of (a):

e

I'L;,LSFPS I',Li, P,S,—~SF =S ( )
-
T L1, PS. PiS — =S+ =S L rs Pi(Ly) I Ly, Li L
o T L PS> =Sk PS— =S I, Ly, Ly + Pi(L) Ly, Li,—L,
Li[§\S] (%))
(V*) I''LiFPS— =S O I, Ly, Ly, Pi(Ly) > —Ly (V*)L [6\La]
R I L FL I Ly Li+ LT
I,=Ly+—L; I Ly —L;

I =LyV Ly =L,

Branch (x), of the same kind for every S instantiating L, in the premises of (V;),
has two cases. If § = L; for some i such that P,S € I', then also P S € I', yielding
an axiom. Otherwise, =P»S € I yielding also an axiom.

(b) The extra assumption, —L, V L, of the resulting sequent is a tautology, hence
I' = =L,V Ly. Applying (cut) to this and the result of (a) I, =L,V L> = =Ly, yields
'+, L.

(c) In the same way, I" . —L; follows for each P;, giving premises in the indicated
branches of the following proof of point (d):

: : I' 5 =Pi(S)
I't. =Ly 't L3 r, Pi(S) =S
(:;f; 't Pi(Ly) — —Ly ' Pi(L3) — —L3 ... foreach S e St 't~ Pi(S) — =S
K ' =Y$(Pidp — =)
5.4

Dots - - - stand also for the branches instantiating V¢ of the conclusion with sen-
tences S other than V¢ (P;¢p — —¢), which terminate with axioms as shown to the
right. Combined with (b), this yields (e) I" -, V¢ (P1¢p — —¢) A =V (P1¢p — —¢).

By Theorem 4.4, a proof of a contradiction from I in LSO€ ensures also one without
(cut). (Cut) was used only in the proof of (b)/(c), which is here proven without it:

I'> Pi(L3) I Ly, L3+ L
I L\, L3+ Pi(L3) I Li,—L3, L3+
g
Lylg\L1] (v —EL P‘F(LL‘]) o FL“ st LT
T L F—L3 I Li+—-L; S Vis2 b
I' s Pi(Ly) I Li+ Ly R
'+ Pi(Ly) I Ly, —L,

I, Ly, Pi(Ly) — =Ly -
I\V¢(Pip — —¢) =
I'E =V (Pip — —¢)
In the same way —L; follows forevery i > 1, and then L by (5.4) with I, replaced
by .

%) Li[¢\L2]
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5.6 Definitional Extensions and “Convention T”

As every kernel is a semikernel, the explosive kernel semantics is a special case of the
non-explosive semantics of semikernels, and the two coincide on consistent theories.
Theorem 4.1 can help checking whether we are in such a desirable situation, but
some sufficient syntactic conditions would be desirable. A modest example can be
a definitional extension. It extends a language £+ to £F with a fresh n-ary operator
symbol P, defined by a sentence of the form (¥ € {V, 3})

VP1..YPu(P (@1, ... on) < YYF (1, ..., $n, V), (5.5

where ¥ F(¢1, ..., ¢n, V) is an LT -formula, with at most ¢4, ..., ¢, free.
Definitional extension preserves solvability by the following theorem, according to
which any solution of any graph G (L") can be extended to a solution of G (L?).

Theorem 5.6 (7.17) For every I’ € LT and its definitional extension F, every kernel
model of I can be extended to a kernel model of I' U F.

The proof amounts to the elimination of symbol(s) P, replacing each P(S) by its
definiens ¥ F (S, ). This operation, trivial in FOL, has to be performed recur-
sively (e.g., P(P(S)) needs repeated replacements) on a cyclic graph and is given in
Appendix.

As a special case, the counterpart of Convention T, V¢ (7 ¢ <> ¢), satisfies trivially
(5.5).

Corollary 5.7 Each kernel model of any I' C LT can be extended to a kernel model
of I' U{(T)}.

Holding for FOL and higher-order classical logics, this does not contradict Tarski’s
undefinability theorem. On the one hand, the so-defined 7 is just the identity operator,
not any truth predicate ‘decoding’ numbers (or names) as formulas. More significantly,
the diagonalization lemma and Tarski’s theorem rely on the availability of the substi-
tution operation. Its definition has not been given in LSO and must wait until a future
work addresses open formulas.

6 Summary

As in natural reasoning, a paradox in LSO is revealed by deriving from it a spe-
cific contradiction that is relevant to the statement of the paradox. From the liar, we
deduce that it lies and does not lie, not that snow is white and not white. Most other
contradictions do not follow from the liar in LSO with the non-explosive semantics.
If explosiveness is desired also from paradoxes, it can be obtained by specializing
semikernels to kernels and, in reasoning, by allowing unrestricted (cut) which enables
chaining the derived contradiction with its arbitrary consequences.

Unlike in AST, expression of paradoxes in LSO does not require any coding of
syntax, as self-reference is inherently available. Paradoxes arise from problematic
interpretations of operators. From a purely syntactic perspective, they occur only at the
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metalevel, similarly to natural language. A paradox requires a sentence or sentences
that involve both an operator and an s-quantifier, with both nominal and sentential
occurrences of a variable within the same scope. Future results may refine these con-
ditions and provide more specific syntactic guidelines for the paradox-free use of the
language, but it is hard to expect any simple, sufficient, and necessary conditions that
would ensure this.

A more specific and intuitive characterization of paradoxes is offered in terms of
the language graphs. All finite paradoxes involve unresolvable odd cycles, represent-
ing negative self-reference of indirect liars. This is no longer merely an empirical
generalization but an actual theorem, due to Richardson’s [38]. According to it, every
graph without infinite outgoing acyclic paths or infinite branchings — in particular, a
finite graph — is solvable when it has no odd cycles. We can therefore conclude non-
paradoxicality if such a graph remains after inducing values from a given valuation of
atoms. Although such cases are rare, the crucial analysis can often be carried out with
finitely representable schemas, as was done in our examples. More specific examples
and patterns of paradoxes, in theories represented by digraphs closely related to the
language graphs, can be found in [11, 14, 48, 50, 51].

All such examples contain either an odd cycle or a form of acyclic Yablo-like
pattern. The latter was not explicitly defined here, but it was exemplified by the graph
(w, <), with each edge subdivided into three edges. These two patterns are the only
ones that cause paradoxes in a large class of cases, according to a theorem from [49],
where also the Yablo pattern is defined in terms of graphs. The plausible conjecture that
they are necessary in all cases remains an open question. Proving this, or presenting
a counterexample, would further confirm the usefulness of the approach based on
digraph (semi)kernels for analyzing and classifying paradoxes.

The next step is to extend LSO to operators that act on open formulas. Operators that
handle their arguments purely syntactically should suffice, but this may also require a
form of quotation mechanism. A consistent theory of syntax, addressing in particular
the substitution of formulas, can be expected to yield a consistent combination with
LSO. Looking further ahead, a satisfactory truth theory for LSO within LSO should
not be excluded, thus extending the presented view of the language, whose expressivity
conflicts with neither its classical character nor its coherence.

7 Appendix: Language Graphs and (semi)kernels
7.1 Some Facts About (semi)kernels

The following equivalent semikernel condition is used in some proofs.
Fact7.1 Forany LCV:E(L)CE (L) CV\L<=E(L)CE (L)NV\L.

Proof If E(L) € E7(L) € V\N\Lthen E(L) C E7(L) = ET(L)NV\ L. If
E(L) CE (L)NV\ L then ET(L) € V\ L, forif some x € E7(L) N L then
E@x)NL #@,ie,E(L)ZV\L. O

The two facts below imply equisolvability of graphs, showing that the two have
essentially the same solutions: each solution of one can be extended to a solution of the
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other, and each solution of the other, restricted to the first, is its solution. These facts,
applied implicitly on the drawings, justify the use of auxiliary duplicates of vertices
S, without affecting the solutions.

A path ag...ax is isolated if Eg(a;) = {a;j+1} for 0 <i < kand E;(a;) = {a;—1}
for 0 < i < k. A double edge, introduced under (3.8), is an isolated path of length 2.
Contraction of such an isolated path amounts to identifying the first and the last vertex,
joining their neighbourhoods and removing the intermediate vertices, i.e., obtaining
graph G’ where Vg = Vg \ {a;...at}, Eg'(ap) = Eg(ax) and Ea,(ao) = Ej(ap) U
E (ar) \ {ak—1}. The first fact is a trivial observation.

Fact7.2 If G’ results from G by contracting an isolated path of even length, then
VK’ € 5s0l(G))A'K € s0l(G) : K' € K, and VK € sol(G) : K N Vg € sol(G).

The same holds if G’ results from a transfinite number of such contractions, provided
that no ray, i.e., an infinite outgoing path with no repeated vertex, is contracted to a
finite path.

The second fact shows that identifying vertices with identical out-neighbourhoods
preserves and reflects (semi)kernels. To define this operation, let Rg € Vg x Vg relate
two vertices in G with identical out-neighbourhoods, i.e., Rg(a, b) < Eg(a) =
Eg (b). It is an equivalence, so let G* denote the quotient graph over equivalence
classes, [v] = {u € Vg | Rg(v, u)}, with edges Eqy ([v], [u]) & Jv € [v],u € [u] :
EG (v, u). The operation can be iterated any number n of times, denoted by G" and
defined by: GV! = GV and GY"*+D = (GV")'. Vertices of G¥" are taken as subsets
of Vg, [u]" = {v € Vg | 3i <n: Rgui([v], [u])}. For limit ordinals A, G¥* is given
by

Vo = {[ul* | u € Vg} where [ul* = |J,_,[ul’ = {v € Vg | 3i < A :
Reui([u]’, [v]')} and

Egu([v]h, [u]*) & 3n € & : Egun([v]", [u]™).

Fact 7.3 For every ordinal n, and SKr denoting either kernels or semikernels (sol or
SK):

(a) K € SKr(G) = {[v]" | v € K} € SKr(G'™), and

(b) K¥" € SKr(GY") = | JKV" € SKr(G).

Proof (1) The proof for n = 1 shows the claim also for every successor n.

(a) KV = {[v] | v € K} is independent, for if E;, ([v], [w]) for some [v], [w] €
KV, then Eg (v, w) for some v € [v],w € [w]. But then v, w € K contradicting
independence of K —if x € K then [x] C K, since Vx, y € [v] : Eg(x) = Eg(y), so
Ecx)NK =0 Ec(y)NK =0.

If[v] € Vg \Ki,then [V] S V6 \ K CE;(K),s0Vv € [v]Fw € K : Eg(v, w).
Then [w] € K* and [v] € E;, ([w]) € E_, (K¥). Thus Vg \ K € E; (KY), so
KV e s0l(GY).

If K € SK(G) and [v] € E(_N (KY),ie., forsomev e [v],we K :ve E;(w),
then [v] € Eg(w) and [w] € K¥, 50 [v] € E_ (KV),ie., Egi(KY) C Eg (KY), s0
K' e SK(GY).

) K = K'Y = {v € Vg | [v] € KV} is independent, for if Eg (v, u) for
some v, u € K, then also Eg, ([v], [u]) contradicting independence of K VoIfx ¢ K

@ Springer



M. Walicki

then [x] ¢ K ', and since Eg;. ([x], [v]) for some [v] € K, so for some y € [x] and
v € [v] € K,Eg(y, v).Butsince Eg(y) = Eg(x),s0also Eg(x, v),i.e.,x € E;(K).
Thus Vg \ K € E;(K), and K € 50l(G).

If K¥ € SK(GY) and v € EG(K), then [v] € Eg1(K¥) C E_ (KY),ie, [v] €
E&([w]) for some [w] € KV. Then [w] € K and [v] C E; ([w]), so that Eg(K) €
E;(K).

(2) We show the claim for limit A.

(@) If K € sol(G), let K¥* = {[v]* | v € K}. If Eg.([v]*, [u]") for some
[v]*, [u]* € K¥*,ie.,v,u € K, then for some n € A : Egn([v]", [u]"), which means
that K¥* = {[x]" | x € K} is not a kernel of G”, contrary to point (1). Hence K * is
independent. If [v]* € Vg \ K¥*, then [v]* € Vi \ K, so for any v € [v], there is a
u € Eg(v) N K. Then also [u]* € Ega([v]*) N K¥*, hence Vi \ KV € E_, (K'Y,
and K¥* € sol (GV).

If K € SK(G), ie., EG(K) € E;(K) and [v]* € Egu:(K¥), then for some
nei:[v]" e Egy,(wl" for some [w]" € K¥". Then also [w]" € E(‘;w(Ki”),
as KV € SK(GY") by IH, but then also [w]* € E_ s (K¥%). Thus Egu (K¥Y) €
Ej (K'h).

(b) For a kernel K¥* of GV*, let K = JKY* = (v € V5 | [v]* € KV}
If v € E5(x) for some x € K, thenv ¢ K forif v € K, ie., [v]* C K, then
[v]* e E(;“([x])‘) NKW C EEM(K“) N K ¥* contradicting independence of K +*.
Ifv e Vg \ K, ie., [v]* ¢ K¥*, then there is some [u]* € Egu([v]*) N K>
Since [u]* € EGL,\([v])‘), so for some n < A, [u]" € Egun([v]?), that is, for some
u' € [u]",u’" € Eg(v). Since [u]* € K¥*, so [u]" € [u]* € K, hence v € E;(K)
and K € sol(G).

If K¥* € SK(GY"), independence of K follows as above. If v € Eg(K), then
[v]* € Egu(K¥*) C E_,, (K¥"), ie., forsomen € & : [v]" € E;,(K'"). By IH,
[v]" € E;(KV") C E;(K). Hence EG(K) € E;(K). o

7.2 Logical and Graph Equivalences
We formulate logical and some other notions of equivalence in terms of graphs. Two

CIT,I sentences are equivalent, in G 5 (L ™), if they belong to the same kernels, and £
sentences are (logically) equivalent if they are so in every language graph. 0

For a graph G and A, B € Vg : AéB iff VK €s0l(G): A€ K< BeKk,

yory +
for A, B €S}, : AEs piff AUE) B

+ Lt
for A, B €S : AL B ff M A EX B

(7.4)
A more specific equivalence will be used, corresponding to prenex operations. Each
sentence can be written in PDNF, that is, prenex normal form with matrix in DNF.

Two L/T/I sentences are PDNF equivalent, denoted by A <}:)> B, if they have (also)
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identical PDNFs. To show that PDNF equivalence implies £T equivalence, we use a
more structural notion of equivalence in a graph.

By E’& we denote the reflexive and transitive closure of Eg and by E*G (S), for
S € Vg, the subgraph of G induced by all vertices reachable from S. A common cut
of A, B € Vg is a set of vertices C € E;(A) N Ey;(B), such that every path leaving
A and prolonged sufficiently far crosses C and so does every path leaving B. (C may
intersect A and B and contain vertices on various cycles intersecting A and B.) We say
that A and B are cut equivalent, A & B , if there is a common cut C such that for every
coherent (satisfying (3.2)) valuation of C, every coherent extension to {A, B} forces

identical value of A and B. Obviously, if A & Bina graph G, then also A % B, as
each K € sol(G) determines a coherent valuation of every common cut of A and B.
FOL tautologies/contradictions are in all/none kernels, implying graph equivalence.
Contingent propositional/FOL equivalence P(¢) < Q(¢) implies cut equivalence,
P(¢) & Q(¢), with the shared atoms giving a possible common cut in the graphs
(trees) of each instance. We show this for PDNF.

£+
Fact7.5 For A, B € SL in Gy (LY, if A <£> B then A S B, hence A &4 B.

Proof Letting G = Gy (L™) and assuming sol(G) # ¥, we verify standard prenex
transformations, considering only s-quantifiers, as the object-quantifiers can be treated
in the same way.

1. The claim holds trivially for B obtained by renaming bound s-variables (avoiding
name clashes) in A, as the two have the same subgraph. This is also the case for
the subgraphs of A = =V¢ D(¢) and B = ¢p—D(9).

2. A= (Vo¢D(p) AC g) Yo (D(¢) A C) = B, with no free occurrences of ¢ in C.
On the schematic subgraph below, X;, X ;... stand for all SJAC, and common cut is
marked by the waved line.

D(Xl) -~ < D(Xl) ANC
! = S~

/
VoD(@p) < < A—- —C B

AN
ZV\ /

S T DX)= <= DX)AC 7

Inspecting the graph, we see that, for any kernel K :
BeK & ((D(X,') A C) € K for all X,~) & (C € K A (D(X;) € K for all
X)) & AcKk.

3. For A = -3¢ D(¢) % Y¢—D(¢) = B the schematic subgraph is as follows:
D(eXi) -~ =
A — %—o%—D(X/)-% <~ <— B

N
=< <o £
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Obviously, for any kernel K : A € K & o € K & (D(X;) ¢ K for all
X;) & BeKk. O

n
Thus, every sentence in £ has an é}-equivalent PDNF sentence. A useful conse-
quence is that, considering below solvability of G (L®) or G (L1), we can limit
attention to sentences in PDNF.

7.3 No Paradoxes in £L® - solvability of G(LP)

Expanding any classical language £ with s-quantifiers to £® does not introduce any
paradoxes. The following theorem shows a stronger claim, namely, for any domain M,
each valution of Lj; sentences (determined by a valuation of atoms A ;) determines
a valuation of all Eﬁ, sentences.

Theorem 7.6 (3.16) In any Gy (L®), each p € 25 has a unique extension to p €
sol(Gp (LP)).

Proof Graph G;(£®) consists of two subgraphs, the strong component with all s-
quantified sentences, Gy (LP\ £) = | AES®\Syy Gy (A), and the collection Gy (£) =

Usges » O m(B) of trees for the object-language sentences (with 2-cycles at the atoms),
with no edges from the latter to the former. Following footnote 3, we also view each
A€ Sﬁ[ \SyinGy (L® \ £) as tree-like, with (single or double) edges from its external
leaves V € ext (G (A)), p.14, to the sources of G 7 (V), that are trees when V € Sy;.
By Lemma 3.17 below, valuation p of Sy = Vg, (), determines a solution o, of
each G, (A) (the subgraph of Gy (A) without its DNF-feet), compatible with every
valuation of exz(Gp(A)). Hence, these can be combined into p U |, ST\Sy N

forcing value py, (V) at each V' € ext(Gp(A)), and thus determining solutions of
all DNF-feet. Each G (A) obtains thus a solution ps D p,, yielding a unique
o= (pU UAeSj\’;\SM pa) € sol(G (L)), extending p. O

The missing lemma shows that for each sentence A € Sﬁ[ \S s, solution of the subgraph
of G (A) without its DNF-feet, denoted by G, (A), depends on the valuation of Sy,
but not of its external leaves ext(Gy(A)), as the second part of the lemma states.
Valuation of ext(Gyr(A)) affects of course values in the DNF-feet in which they
occur. In Lemma 3.17, a valuation of atoms A, was assumed, but since it induces a
valuation of all sentences Sy, we now assume the latter.

Lemma 7.7 (3.17) For each graph Gy (L®) and A € S, each valuation p of Sy
and of external leaves of Gy (A), p € 25Vt GuA) pag g unique extension to
pa € sol(Gp(A)). The restriction pls,, determines the restriction of pa to Gy (A):
if plsy = ols,, then 'OA|GA_/1(A) = UA'G;I(A)'

Proof By Fact 7.5, we can limit attention to sentences in PDNF.

For A € S}fﬁ,, with the number g (A) = n + 1 of s-quantifiers and s-variables, and
for n-sequence m € (S}Tﬁ,)" of sentences instantiating the n s-quantified variables of
A, the sources of all feet, A(xS) = D(xS), S € S are grandchildren of vertex
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A(r) = ¥¢pD (). (In the drawing, ¥ = 3 and all feet have the common parent e;
when ¥ =V, their distinct parents are children of A(7r).) Each foot A(r S) represents
an application of the same boolean function d” (¢) = D(mw¢), evaluating D ()
given valuation of its parameters 7, ¢ and, possibly, some atoms L4 C Sy occurring
in the original matrix D(...). For any p € 25¥, L 4 obtain fixed values so, considering
d™, we assume the effects of p(L 4) taken into account.

A
p{ |
YoD(no)

D(rA) D(rA) D(JITB‘)‘ R
LN 2N N

For a path 7 of sentences instantiating some initial quantifiers of A, let p be the
resulting sequence of the successive instances ending with A(w). Some ‘sinks’ of
the feet are (or, following footnote 3, have double edges to) vertices from p. By the
internal leaves of A(rr), int(A()), we mean those leaves of G 7 (A (7)) which either
occur on p or on some paths in this subgraph above its leaves. The external leaves
are the remaining sentences, excluding atoms L4, ext(w) = S;’i, \ (int(w) U Ly).
Branches from e instantiate ¢ with each S € S® while ¢ occurs as an atom in DNF
D, so each sentence S® from p is an internal leaf in some feet. If A € S> \ S®, or
once an o-quantifier of A is instantiated, sentences on p belong to S[?,; \ Sdg.w

1. Depending on whether ¥is V or 3, the value at vertex ¥¢ D (7 ¢), as a function of
values of its grandchildren, is either
(%) 3pD() = \Vsego d7(S) or Vg D(m) = N\ gego ™ (S).

We consider first the case when || = g(A) — 1, i.e., A(w) = YpD(m¢) is the
grandparent of the completely substituted (sources of) DNF-feet (D(r A), D(rr B),
etc., in the drawing).

Every valuation of sentences from 7, abbreviated as o € 27, specializes function
d™ (¢) to a unary boolean function d*™ (¢) = D(a(1)¢), and (¥) to

(%) P D(a(m)$) = \Vgege d*(S) or Vo D(a(m)$) = Ngege d*(S).

2. As a boolean function of one variable, d*™ (¢) is either constant or not. If it
is constant, i.e., d*7)(¢) = d*7) (=¢), then ¥¢ D (a()¢) obtains this value in
either case of (**). Otherwise, d*™) (—¢) = =d®) (¢) and, since foreach S € S®
both %) (S) and d*") (—S) enter the evaluation of (**), this yields constant 0 at
their least common predecessor (e when ¥ = 3 and A(;r) when ¥ = V). In this
way, for every o € 27, A(sr) obtains a unique value o' (A(7r)), induced from all
D(a(r)S) by (**), but determined already by d*® (¢), independently from

(i) valuation a(A(m)), ie., if ap, 1 € 27AU) differ only at A(x), then
ag(A(m)) = o] (A(7r)), and

@ Springer



M. Walicki

(i1) independently from the valuation of ext(A(m)), as each external S either
enters both evaluation of d*™(S) and of d*™)(—=S), with jointly constant
contribution to (**) as just explained, or else S € m has a value assigned by
.

By (i), given any p € 25%Vex!(A(™) the cycles from the feet to p, including A (),
admit a unique solution py o to the subgraph G (A(r)) of G (A), which does
not depend on the initial value «(A(7r)). By (ii), also plexs(A(r)) 1 inessential, so
if plsy, = 05, then pr o (A(T)) = 0o (A(T)).

3. This is the basis for the claim that for each A with ¢(A) > 1 and each path = from
the source A with || < g(A), each valuationof 7~ = 7 \ {A ()} (treating 7 as a
set) and of Sy; determines a value of A(;r). We use its formulation above, namely:
for each p € 25MYext(T) and each a € 27, vertex V = A(r) (above the sources
of the feet) obtains a unique value a'(V'), which depends at most on valuation o
(actually, only on its restriction «|,- to the internal leaves above V'), but neither
on the value (i) of «(V) nor (ii) of p(X), for any X € ext(A(w)).

The argument amounts to inducing the values bottom-up, starting with the feet’s
gradparents in point 2. More formally, we show the claim by induction on & — /,
where i > 1 is the distance of the source A from the sources of the feet and / the
distance of V from the source A, 7 > [ > 0. Point 2 gives the basis for h — [ = 1.

4. The argument from point 2 works also in the induction step. For 0 < [7]| =1 <
h — 1, we have the following counterpart of the drawing from 2, with A(7) =
YooYy D(w ), where ¥ is the sequence of the remaining quantifiers, and
Y1, Yo at the bottom signal various substitutions for .

v |
oI D (7 pipr)

i

Wy D(TAY) Wy D(rAY) wD(an) o A(7rS)

nA/dflnAllfz\ /xmmm\ nB/man//z\

Given o € 27, IH applied to the lowest triangles in the drawing, i.e., subgraphs
Gy (A(r S)) with sources A(r S) for S € S?, gives to each A (77 S) a unique value,
independent of the valuation of ex? (G (A(xr S))). Consequently A(mw¢), viewed
as a boolean function, depends only on the values of = and ¢. For each o € 27, it
yields a unary function %™ of the value of ¢.

By the same argument and cases for d*™) as in point 2, the value o' (A (7)),
induced to the common grandparent of all A(xr S) under a € 27, is equal whether
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a(A(m)) = 1or a(A(m)) = 0, giving point (i) of induction. As for each A(r S)
its value under o' is independent from the valuation of ext (G (A(rr S))) by IH,
the induced value a'(A()) is independent from the valuation of ext(A(w)) =
N SeSy ext(A( S)), giving point (ii) of induction. Thus, ' (A (7)) is unique and
independent from the valuation of exz(A(;r)) and of A(rr), establishing the induc-
tion step.

5. Thus, the value of the source A is determined, for each p € 25%Yext(Gu(A) jnde-
pendently from p|ext(G (). Starting now from A and using claim 3 downwards,
the value of A(S), foreach S € S®, is determined by p and the value of A (indepen-
dently from the valuation of exz(A)). Since A is determined by p, so is the value of
A(S). Proceeding inductively down the tree of Gy (A), valuation p; of Gy (A)~
is seen determined by p, independently from the valuation of exz(Gps(A)). The
latter, giving values to all external leaves, determines the values in all feet of
G m(A), yielding a unique solution p4 of the whole graph Gy (A), with p, C pa
and pAlSyUext (G (A) = P- o

7.4 The Expressive Power of L% (and Quantified Boolean Formulas)

By Theorem 3.16/7.6 and Definition 3.18, each £ structure (M, p), with p € 2A%,
determines an £ structure (G y (L), p), with 5 € s0l(G y (L®)). Hence, we do not
distinguish between the two; “a structure M’ means in this section a pair (M, p) or,
equivalently, (G (L®), p).

By Theorem 3.19/7.11 below, expanding £ to £® does not increase the expressive
power, as the introduced s-quantification amounts to a complex form of quantification
over boolean values. In models of A = V¢ F (¢), F is true for all sentences ¢, including
A itself. Guaranteeing a well-defined value for each sentence (in each structure),
the theorem makes this “including itself”” harmless, reducing V¢ to the propositional
quantifier. To verify A it suffices to verify F(¢) for ¢ = 1 and ¢ = 0. This follows
provided that every sentential context F'(¢) (having only ¢ free), is a congruence that
preserves equivalence, i.e., such that for each pair of £ sentences A, B,

L£® . . L£®
A &= B implies F(A) <= F(B). (7.8)

[
Given an internal equivalence A <> B ([::} (A A B)V (—A A —B), it suffices that
for every structure M,if M = A < Bthen M |= F(A) < F(B), as is for instance
the case for classical logic. Let T/_L stand for an arbitrary tautology/contradiction in
L.0

Fact7.9 For every L® formula F(¢) with only ¢ free and for every structure M :
M ENOF () iff M = F(T)AF(L), and M |=3¢F () iff M |= F(T) v F(L).

Proof If M |= V¢ F(¢) then, in particular, M = F(T) and M &= F(Ll),so M
F(T) A F(L). Conversely, assuming M = F(T) A F(L), let S be an arbitrary £®-
sentence. By Theorem 3.16/7.6, either M = S or M = —S. If M = S then also
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M= S < T,hence M = F(S) by (7.8), since M |= F(T).If M [~ S then also
MES < L,hence M = F(S), since M = F(L). In either case M &= F(S), and
since S was arbitrary, M |= Vo F (¢).

If M =3¢ F (), let S be a sentence for which M = F(S). By Theorem 3.16/7.6,
either M |= S or M = —S. In the first case M = S <> T and in the latter M = S <
L. Thus either M = F(T)or M = F(L), hence M = F(T) Vv F(L). Conversely,
if M = F(T) Vv F(L) then either M &= F(T) or M = F(L), so in each case
M = 3o F(¢). O

A special case is the language #® of quantified boolean sentences, QBS. The unique
solution of its also unique (due to the absence of any domain) language graph G (9®)
contains exactly true QBS. The right-hand sides of the equivalences in Fact 7.9 reflect
the standard semantics of QBS.

By Theorem 3.16, values of £ sentences determine values of all £L® sentences.

. . . . L
Consequently, if structures M, N are elementarily equivalent in £, M = N, they are
. £
soalsoin £L®, M = N.

L L®
Fact7.10 For any L structures M and N, M = N iff M = N.

Proof The non-obvious implication to the right follows by induction on the number
. k .
of s-quantifiers. Let M = N denote that M and N model the same £® sentences with

up to k s-quantifiers, so that M é N corresponds to M 2 N, giving the induction
basis. For a PDNF sentence A = Vo3 D(¢, /), where || = k > 0, suppose that
(m) M = A, ie., forevery F € S® : M = ¥y D(F, ¥), while
(n) N [~ A, i.e., for some Fy € S® : N = Yy D(Fy, ¥).

Fy has some s-quantifiers, as otherwise (m), (n) contradict IH, M é N. Now
N = Yy D(Fy, ) implies N [~ VoY D(¢, ¥) yielding, by Fact 7.9, either
N = WD(T,%) or N [~ WD(J_,E). For any L sentence Py < T in the
former case, and Py < L in the_latter, N = 3/_30D(P0, W). This last sentence has
k s-quantifiers so, by IH, M = ¥ D(Py, E), w_hich contradicts (m). An analogical
argument shows the induction step for A = ¢y D(¢p, V). O

For any theory in £®, Fact 7.9 makes it straightforward to construct a theory in £
with the same model class. For any L2 sentence A in PDNF, an £ sentence A~ with
Mod(A) = Mod(A™), is obtained replacing Yo F (¢) by F(T) A F(L) and ¢ F (¢)
by F(T) v F(L).E.g., starting with A = VoI (C A p) V (D A ) V (¢ A ), with
C, D € S, one application of Fact 7.9 yields

W((CATIVIDAY)V(TAY)ATY((C AL VDAYV (LAY,

which simplifies to: 3y (C Vv (D A ¥) V ) AT (D A ) = (D A Y)
(DAT)V(DAL) < D,

so Mod(A) = Mod(D). Proceeding thus by induction on the number of s-
quantifiers (in PDNF of L% sentences), Fact 7.9 yields VA ¢ S®34A~ ¢ S :
Mod(A) = Mod(A™), establishing
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Theorem 7.11 (3.19) For every I' € L® there is a I'™ € L with Mod(I') =
Mod(I" ™).

7.5 Solvability of G(L ™) and of Definitional Extensions

The proof of Lemma 3.17/7.7 relies on each DNF-foot being a boolean function. The
proof can be repeated, ensuring the absence of paradoxes in £, for instance, if each
operator is constant. Each language graph Gy, (L) is thus trivially solvable, as stated
by Theorem 3.20, although such interpretations of operators are hardly sufficient.
We show a bit more general fact. A non-paradoxical language £ remains free from
paradoxes after a definitional extension, namely, an expansion with a fresh operator
P defined by a sentence

Vo (P(¢) < Y F (g, V), (5.5)
where ¢ is a list of variables, one for each argument of P, and ¥y F (¢, ) is an L -
formula (with no other free variables than ¢). An expansion of LT with P to LP addsto
each graph G (£™) all complex sentences with P and atomic 2-cycles P(S) < P(S),
for every sentence S of L. For the special extension (5.5), G (L) can be extended
to G (L) by drawing a double edge from P (S) to its defining sentence ¥y F (S, ¥r),
instead of an edge to P(S). Every kernel of such a graph determines a kernel of the
graph with atomic 2-cycles where each P (S) and ¥ F (S, 1) obtain the same values,
and vice versa. Lemma 7.16 below, giving immediately Theorem 5.6, shows that for
any language graph G for £F, such an extension G¥, for P axiomatized by (5.5),
preserves solutions of G. Its proof amounts to the elimination of symbol P, replacing
each P(S) by its definiens ¥y F (S, ¥). Such a replacement, trivial in FOL, must
proceed recursively on a cyclic graph (e.g., P(P(S)) needs repeated replacements)
and involves some technicalities. These end with the paragraph before Lemma 7.16.

The proof assumes a language graph G over some domain M, in which no two
vertices have equal out-neighbourhoods. (If G contains such vertices, as language
graphs typically do, their identification preserves essentially the solutions by Fact 7.3,
and we apply the construction and fact below to the so quotiented G.) The graph
G? = Gy (LP) contains G as an induced subgraph.

As the first step, we quotient atoms of G¥ containing P. Let ~ be congruence
on E}C,-sentences induced by the basic reflexive relation P(S) ~¢ ¥y F(S, ), for
every Lﬂ-sentence S. For every operator Q distinct from P, we identify every two
atoms Q(A1...A,) ~ Q(Bj...By) when A; >~ B; for 1 < i < n. Each equivalence
class contains an atom Q(S;...S,) for some S; € SJACI, not containing any P, so in
the following we can assume only such atoms present. It is a simple observation that
quotient g : Gf — H, where En(g(x)) = {g(y) | y € Egr(x)} in the resulting
graph H, reflects kernels, so the preimage of any kernel of H is a kernel of G*'.

We now map y : H — G, performing a sequence of identifications y; : H;_; —
H;,for 0 < i € wand Hy = H. Each y; is identity on the subgraph G of H;,
identifying some vertices from V; \ Vg with some in V. First, we identify y; (P (S)) =
Yy F(S, ), removing the double edge and the intermediate vertex e p(s) between
P(S) and its definiens ¥y F (S, ), for S € S;}. Then y;4+1(v) = w when vertices
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v € V; \ Vg and w € Vg have the same out-neighbourhood. More precisely, (7.12)
below defines y inductively, starting with Vo = Vg, Eg = Eg.

i =1, letting Rep = U{{P(S), Op(s)} | Se Si[, {Op(s)} = Eo(P(S))} define:
| ¥YF(S,¥), ifv=P(S) forany S € SF,
}/1(1))—{” ifv ¢ Regp
The resulting graph H; is given by:
Vi =W\ Rep, and E;(v) = {y1(w) | w € Eg(v)} \ Rep

i+ 1, letting Re; ={v € V; \ Vg | 3w € Vi : E; (v) = E; (w)} define: (7.12)
() = w € Vg such that E; (v) = E;(w) if v € Re;
Vietlv) =1, if v ¢ Re;

The resulting graph H; is given by:
Vit1 = Vi\ Re; and E; 11 (v) = E; (yi+1(v)) \ Re;
Let y(v) = y,,(v), forv € Vg, wheren € w is the least such that Vimm > n : y,,, (v) = y,,(v).

The resulting function y is well-defined by the assumption that G has no pair of vertices
with identical out-neighbourhoods. For A, B € Vy and n € w, we denote by A ~,, B
that y,,(A) = y»(B),and by A ~ B that y(A) = y(B),ie,Inew: A ~, B.0

Example 7.13 Let P(¢) <> Y (¢p A ) and, for some S € Sy, consider vertex
P(P(S)) € Vy. The relevant parts of graph H are sketched below with A /x, B/x, ...
denoting the instances of the grandparent with A, B... substituted for the 3-quantified
Y. The subscripts 1,p mark these instantiations in the respective subgraphs, e.g.,
A = P(S)A Aand A/r = 3$(S A $) A A. Sentences A, B, ... (and A, B, ...) are
duplicated in both subgraphs to increase readability, but they are actually the same
vertices.

Y (P(S) AY) =— <— P(P(S)) W EFP(S A P) AY)
v v
oL *R

/L B/L AL A/r B/r /R
i \l v v
. B A A B .
¥
~ P(S) S AP)
\ —

P(S) ——= ——=3Jp(S A ) > ...

1. P(P(S)) ~1 Iy (P(S) A y) and P(S) ~1 I (S A ¥), hence

Ei1(P(S) = {ni(P(S)} = {FY (S AY)} = E1(3Y (S A ¥)) and, consequently,
2. P(S) ~> 3y (S A ). Then, for each A € ST, Ex(A/r) = (U (S AY), A} =
E2(A/R), so
AL ~3 A/g,forevery A € Sﬁ.
4. Consequently, o7 ~4 e and then

bt
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5. @S (S AP)AY)) ~5 AP (P(S)AY) ~1 P(P(S)),leaving only G’s subgraph
to the right. O

The equivalence ~ is a congruence on Vg in the sense that if all out-neighbours of
A and B are ~-equivalent then also A ~ B, i.e., for Ey(A) = {A; | i € I} and
EH(B) = {Bi | i€ I}Z

if(Viel:A; ~ B;)then A ~ B. (7.14)

This holds since each sentence subgraph G s (A) (tree Tys(A)) has finite height 2(A),
in particular distance from the source A to atoms P(S) of Gy (A) is at most £(A).
Hence, if Vi € I : A; ~ B; then 3n < max{h(A), h(B)}Vi € I : A; ~, B;.\! The
equality (A7) = y,(B;) implies, in turn, that E,, (A) = {y,(A;) | i € I} = (ya(By) |
i € I} = E,;(B), which yields A ~,, 11 B.0

Fact7.15 (a) VS € Sil\SM 30 €Sy : QO ~ S, hence I'(H) = G,
(b) H and G have essentially the same solutions,
(c) Every solution of G extends to a unique solution of G¥.

Proof Point (a) is shown by induction on the number p of Psinasentence S € Sﬁl \Suy.

1. If p = 1 and § is atomic, then § = P(R) for some R € Sy, so § ~
Yy F(R, V) € Sy.

2. If p =1 and S is not atomic, we proceed by structural induction on S, with point
1 providing the basis and induction hypothesis IH;:

i. /\;¢; Si, for finite 7. By IH,, for each S; there is Q; € Sy with S; ~ Q;, so
Nier Si ~ Nieg Qi by (7.14), and \\;; Qi € Sy

ii. =A.ByIH,, A ~ Q forsome Q € Sys,s0—~A ~ —=Q by (7.14), while =Q € Sy,.

iii. S = Y¥Y¢pA(¢p), where ¢ does not occur under P, so that S = ¥pA(¢p, P(R)), for
some R € Sy and context A(¢,_) with no P. Since P(R) ~ ¥YY F(R) €
Sy, taking Q = YpA(p, ¥y F(R)) € Sy, we obtain A(T, P(R)) ~
A(T, ¥y F(R)) for every T € Sil by (7.14), i.e., for all grandchildren of S
and Q. By (7.14), this yields S ~ Q.

iv. § = FPpA(P(C(¢))), i.e., S contains quantification into P, for some con-
texts A(_), C(_) without any P, as p = 1. For grandchildren of S, namely,
A(P(C(T))) for all T e SP |, the equivalence P(C(T)) ~1 Yy F(C(T), ¥)
gives A(P(C(T))) ~ AF Y F(C(T), ¥)) by (7.14). Sentences on the left, for all
T € Si,, comprise all grandchildren of S, and those on the right all grandchildren
of Q =YpAFYF(C(p), V) € Spyr, 50 S ~ Q by (7.14).

3. For the induction step for p > 1, the two cases depend on whether P is nested or
not.

i. If the number of Ps not nested under others is n > 1, consider all these highest
Psin Ty (S),ie., S = C(P(Ay), ..., P(A,)), where C(_) contains no Ps. For
R=CFYFA,V¥),..¥VF(A,, ¥)),S ~Rby(7.14). Rhas p—n < p Ps
so, by IH, R ~ Q for some Q € Sy;. Hence S ~ Q.

1 This implication fails in general graphs for ~ defined in (7.12) from some basis ~1, when [ is infinite
and distance from A;, B;, i € I, to relevant pairs X ~ Y is unbounded.
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ii. If all Ps are nested under each other, then S = C(P(A)) for some context C(_)
without any Ps, and with p — 1 occurrences of P in A. P(A) ~; Yy F(A, ¥)
and, by IH, ¥ F(A, ¥) ~ R for some R € Sy, so that also P(A) ~ R. Then
C(P(A)) ~ C(R), by (7.14) and C(R) € Sy, as required.

The equality I"(H) = G follows since each S € Vy \ Vg represents a sentence
in Slfl \ Sy

(b) Fori > 0, H; in (7.12) is the quotient of H by ~1,...,~;. By Fact 7.2, H; has
essentially the same solutions as H. (No ray is contracted to a finite path, because
the case P(S) ~1 ¥ Y F(S, ) is applied at most finitely many times along each
path under each sentence Q, since Q contains at most finitely many nested Ps.)
By Fact 7.3, the same holds for H| and every H;, i > 1, including limits H,_.
Thus, H and I"(H) = G have essentially the same solutions.

(c) By the observation before this fact, quotient G? — H reflects solutions, so that
the preimage of every solution of H is a solution of G*. Using (b), each solution
of G extends to one for G O

Let definitional extension refer to any well-ordered chain starting with any theory
Iy € Lo € L7 and adding, at step i + 1, axiom (5.5) with a fresh operator P ¢ L;
and F(¢,y) € L;, for language £; of theory I; obtained at step i. In the limits,
the language and theory are unions of all steps. The following counterpart of model
theoretic conservativeness of usual definitional extensions holds.

Lemma 7.16 Each solution of a language graph Gy = G 1 (Ly) extends to a solution
of the graph of its definitional extension.

Proof Fact 7.15.(c) gives the claim for an extension with a single operator. By IH,
definitional extension G; of Go with Py, ..., P;, preserves all solutions of G. Graph
Gi+1, obtained now by adding P;41, Whose definiens F;y; can utilize P;, j < i,
preserves by Fact 7.15 solutions of G;, and hence of G. This establishes successor
step.

For any limit, the language £, = (U, ,, Lﬂw extends the initial language Lg,l with
w operators Py, P, ... introduced on the way. Its graph G, = J,,, Gi, with unions
of vertices and of edges, contains all double edges from the new operator’s instances
to their definienses. We repeat the proof with the unions of all equivalences used along
the way. As the first step, let ~“ be a congruence on L£{;-sentences induced from
the relation A ~“ B < In € w : A >~" B, where " is the congruence >~ on
L,-sentences from step n. Identification of all atoms Q(Ay...Ax) ~* Q(B;...By)
when A; ~® B; for 1 <i < k gives a quotient H reflecting kernels as before. Each
equivalence class contains an atom from E?VI. Let H be the resulting graph, and H; its
restriction to the subgraph induced by vertices of G; (with the atoms identified as just
described), so that H = | J;,, H,

In the chain Gog = Hy g H1 C H, < .., for each pair of subsequent
H;_; C H;, the construction from (7.12) yields y' : H; — H;_ satisfying Fact
7.15. Composmgy (y (. (y’ 1(y (H;)))...)) gives SLII‘JCCtIVC)/ H; — G, where

v/ (H;) = y '(H;) for any j > i. Hence, the union y“ = J;, y! gives a surjective
quotient y : H — Gy, reflecting solutions. O
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A language with a solvable graph remains non-paradoxical under a definitional exten-
sion.

Theorem 7.17 (5.6) For every I’ € LT and its definitional extension F, every kernel
model of I' can be extended to a kernel model of I' U F.

One comment is appropriate here. The solvability of the language graphs, as given by
the theorem above and summarized in Theorem 3.20, demonstrates the consistency
of the language. This does not, of course, exempt one from proving it when a specific
interpretation of operators is desired —its consistency must still be verified. This applies
in particular to s-equality. While the solvability of language graphs with its intended
interpretation can be expected, it has not been proven here.

7.6 (Cut) Preserves Consistency

An important theorem from [28] states that if every induced proper subgraph has a
semikernel then the graph has a kernel. For language graphs, a more relevant question
might be whether a kernel exists that contains a given theory, provided the existence of
semikernels that extend the theory to some (finite) parts of the language. The following
fact provides such a compactness-like statement for any language graph. (By S € X,
we denote that S is a finite subset of X.)

Fact7.18 For I’ C L and any language graph G = Gy (L"), if for each S € S},
there is a semikernel of G containing I" and covering S, then G has a kernel containing

I.

Proof Let SKr denote all semikernels of G containing I". For a finite set X € S;[,
denote by

SKx ={L € SKr | X C L} - semikernels of G containing I" and X, and

SK)C( ={L € SKr | X C E;[L]} - semikernels of G containing I" and covering
X.

The set F = {SK§ | X € ST} has the finite intersection property by the main
assumption. Let U D F be an ultrafilter on P(S KT ), existing by the ultrafilter lemma.
Points 1-3 below show that K = {§ € SI,I | SKs € U} is a kernel of G (_g
abbreviating now _g) for a single sentence §).

1. K covers G.If S € S}, \ K, then SKs ¢ UsoSKs ={L € SKr | S ¢ L} € U.If
also SK—s ¢ U, then SK—s ={L € SKr | =S ¢ L} € U. Hence, if both § ¢ K
and =S ¢ K,thennS = SKsNSK-s={L € SKr | S¢ LA—=S ¢ L} € U. As
SKsUSK-s=SK g e F CU,sonSNSKS =10 e U contradicts U being an
ultrafilter. Hence S € K or =S € K foreach S € Sx,l. Since SKs N SK_g = @,
alsoS ¢ Kor—S ¢ K,s0S € K & —S ¢ K for every sentence S.

2. Independence of K is shown for each kind of vertex S € K by showing Eg(S) €
Ve \ K.

i. If =S € K then Eg(—S) = {S§} C V5 \ K, by 1, while for literals S € K &
Eg(S) = {S} C V5 \ K (S is dual literal to S). The two other main connectives
in a nonatomic S give the cases:
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ii. For a conjunction EG (S| A $2) = {—=S81, =52}, hence SKg, A5, N SK—s5, = @, for
i € {1, 2}, so either both =S; ¢ K orelse S A S» ¢ K,ie,S1AS$H € K =
Eg(S1 A $) C Vg \ K.

iii. For a V-quantified sentence Eg (Vx F(x)) = {—=F(m) | m € M}, so SKyxr@) N
SK—Fmy = Wforeachm € M,henceif Vx F(x) € K thenEg(VxF(x)) C Vg\K.
(The same works for Vo F' (¢).)

3. We show EG(K) C E;(K) by a similar case analysis.

i. Forliterals S e K & S ¢ K, 505 € K & Eg(S) = {5} C E;(S) € E;(K).
ii. Eg(S1 A $2) = {—81, S} and (SKs, N SKs,) N SKEMS2 = SKs,AS,, SO

(*) (SK—s, ¢ U ASK—s, ¢ U) & (SKs, € U A SKs, € U) & SKg ns, €

1
U&S SK—-(SIASQ) ¢U.
Thus, if (S A §2) € K theneach —S; ¢ K s0 §; € K and Eg(S1 A S) C E(K).

For negated conjunction: =(S;1 A S>) € K é> S1A8) ¢ K & -S1 e Kv—$ €
K = Eg(—=(S1 A $2)) = {S1 A $2} € EG(K).
iii. EGVxF(x)) = {—=F@m) |me M} C Vg\ K & {F(m) |m € M} C K. (The
proof for s-quantified V¢ F'(¢) is identical, so we write only Vx F(x).) For each
L e SK\L%xF(x):
VxF(x)e L& {F(m) | meM}C L& {—~F(m)|meM}C Vg\L.
Thus SKvxr) N SK-pm) = ¥, forevery m € M, so

(*) SKVxF(x) celU & Vme M : SK_.F(m) ¢ U <£> Vm € M : SKF(m) e U,
which yields:

VxF(x) € K & SKyypx) €U EVmeM: SKrm) € U = Eg(VxF(x)) C
E;(K),

and for the negated quantifier:

—(VxF(x) € K) <l> (VxF(x)) ¢ K & SKvxpx) ¢ U EameM: SK—F@m) €
U= Eg(—VxF(x)) = {VxF(x)} CE;(—=F(m)) CE;(K). O

From a syntactic perspective, a limitation of this fact is that it pertains to a single
graph, G (L), rather than a theory, and it involves all SAJ,; sentences, not just S*.
The idea of a theory having a consistent extension to the entire language, given that
it has such extensions to its finite parts, is better captured by the following lemma. It
leads to the theorem that the LSO-unprovability of any (specific) contradiction implies
the existence of a solvable graph, and thus, the unprovability of any contradiction even
when using (cut). For a finite set Q € ST, we let lo= \/SGQ(S A —S).

Lemma 7.19 For I', A over a countable LT € FOLY,
(YQEST:T'¥F 1lg)=3G,K €50l(G): ' CK.

Proof To use Fact 7.18, we construct a graph G over domain M with semikernels
containing I" and covering every finite subset of SL. Letting / index finite subsets of
ST, the assumption gives a semikernel L; of a graph G; containing I" and covering
1;,foreveryi € I.Let G be the language graph over M = [ M; with fM([[m;) =
[T ™ (m;) and constants ¢™ = [] c™ Define inductively the operation _", lifting
terms TJACIi — P(T},) and sentences S;[i — P(S;):
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miTM = (mi)TM = {I’l eM | n; = m,-} = {m,} X Hj;éi Mj, form,- (S Mi, and
likewise

(fm)™ = fM(mTM) = (M) e Ty Inem!™}and

Fmp)™ = Fu!™) = (F(n) € S, | n € m!™}, for a formula F(¢y...¢%) and
m; € Mlk

Notation F(m;) implies that the only M; elements are among m;. In general, S;
denotes an /.Z;,l_ sentence with possibly some elements from M;, that equals S € ST if
no such elements occur Then S; ™™ is the set of sentences obtained by replacing each
m; € M; by all m (S denotes also an £+/£JACI sentence S with all terms interpreted
in/projected onto M .) Some observations:
@ Ulm!™ | mi e Miy = Mand (5" | S; € S} } = S};. and

ULFSH™ | S; € S5} ={F(S) | S € S}
(b) VS;, R; € SJACL_ :Si = Ri = Sl.TM N Rl.TM = ) (= modulo renaming of bound
variables)
(c) For S € S*, S™ = (S}, eg, VxP(x)™ = {VxP(x)}, so for S € St we
identify § = ™™,

Setting (*) Ll.TM = U{SI.TM C S+ | S; € L;}, foreachi € I, we also have:

@S ¢LieVXeli:S#XBvxeL :sMax™=g= s =
(). This implies: S(m) € LT = S(m;) € L; and, as a special case
@S¢Li=>SM=5¢L™ forsest.
By the main assumption I" € L; for each i, hence I' C LiT M We show that
M
L;" € SK(G).
1. That LZTM is absorbing, Eg (Ll.TM) C Eg (LI.TM), follows by considering cases of
its vertices:
Li. If P(m) € L1 then E(P(m)) = (P(m)} € Eg(P(m)) € Eg(L™).
L.ii. For a negated =S € Ll.TM, we have some —S; € L; by (*), hence S; € Eg, (Li)
since L; is a semikernel, and show S € EE(LI.TM) for Eg(—S) = {S} by cases of S.

Where relevant, we mark possible n € M occurring in the considered sentences as
extra parameters.

1. Negated atom —=P(n) € L™ = Eg(=P(n)) = {P(n)} C Eg(—=P(n)) C
E; (L™,
2. —=Se LM =S eEg (L) = S e L; Yser™= -seEgw™).

3.(SAR) e LM S AR € Eg (L) = =S € Liv—Ri € L 3

LM y-ReL™ 5 SAReELLM™),
4. =¥xF(x,n) € LI" : VxF(x.nj) € B (L)) = 3m; € M; : =F(m;.n;) €

Li B —Fm™ ™) c L™ = —Fm.n) e LM = VxF(x.n) e

™). )

=S e
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5. V¢F (@, n) € L™ 1 VF (. ni) € g (L) = 35 € Sf; + =F(Si.ny) €
L B =F™ ™y c L™ = —F (S, n) e LM = Vo F(x.n) e Eg(L!™).

Liii. S A S € LI B (81 A S € Li = {(=S)i, (=S2)i) C Eg (L) =
{(SDi, ($2)i} € Li =
HoMuEn™ c L™ = (51, 8) ¢ LM = (=81, =8} c EgL™).

Liv. VxF(x.n) € L™ B vxF(x.n) € Li & (=F(mi.n) | mi € M;} C
Eg (Li) < {F(mi,ni) [ mi € Mj} € L;
G UFE@M™ ™) 1mi € iy 2 (Fan.nl™y | m e myc L™ =
= {Fm,n) |m e My € LM = EG(VxF(x,n)) = (=F(m,n) | m € M} C
B!
Lv.Y¢F(@p,n) e LI BVpF(p.n) e L;
& (=F(S;.ni) | Si €S} ) SEg (L) & (F(S.ni) | Si €S} ) € Li
Y UwFEE™M My s est, J={FS.al"ysespycL!”
= {F(S,n) | S € S};) C LTM = EG(VoF(p,n)) = {(—=F(S,n) | S € S§f;} €
G<L? B
2. Also independence of LlT M Eg (Ll.T M) C Vg \ LITM, follows by considering its
possible vertices:

2i. P(m) e (L™ & Pny) e Li = POmy) ¢ L; Y Bm) ¢ LTM

2ii. =S(m) € LM B =5;(m) € L = Si(m) € Eg; (L) = Si(my) ¢ Li

(d) S(m)g(r}n,-)w

L SsmytMnLM =g Sm) e Vg \ L.

2iii. (S'0m) A $2(n)) € LT L (81 my) A S2(ni)) € Li =
= {=S'(m;), =5%(n;)} C Eg (L)
= {=Stm;), =S*m)}NL; =9
= =" mMyu=s2aN LM =9 = Eg(S'm) A S2a) N LY =0
The last implication holds by (—S" (™) U =52(n!™)) 5 (=81 (m), =§2(n)} =
Eg(S'(m) A S2(n)).
2iv.VaF () e LY QvaF(x,n) e Li =
= {—lF(mj,ni) | mj eEM}NL; =0

(d)U{ﬁF(mT ™My imyemyn!™ =g
@ U Fom ™)y imemyn L™ =g
M

"L (—Fm.n) |meMyNLM™ = = Ec(vxF(x,n) N LM = ¢

20 VpF(@p.n) e LI QVoF(p.n) e L =
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= {=F(Sj,mi) | Sj €Sy} CEg (Li)

= {=F(Sj,ni)|S; € SLi}ﬂLi =0

9 HEFSjniN™ c S 1S € S;(,Ii} N LI.TM =9

g U{=F(S,n) C S}, | S €S;,1n LITM =0 = EG(V$F (¢, n)) N LiTM — .
Thus, for every L;, its lifting Ll.TM is a semikernel of G (by Fact 7.1), containing I

and covering L ;. To use Fact 7.18, we only have to show that every finite Q € SI,I is

covered by some LiTM.

3. For an arbitrary S € ST, L5y = S A =S is covered by L(s) which does not contain
it. Hence (S A =S) € Eg  (L{s)), so either =S € L(s) or =S € Lys). In the former

_ o M
case S € EG(S) (Lisy) € EG(S] (L{sy) while in the latter S € Lg). In each case, L{TS}

covers S = ST,

For an arbitrary S € SXL,, \ S*,ie., S = Fm, where m € M are all M elements
occurring in §, contradiction N(F) = Vx—(Fx A =Fx) A =Vx—(Fx A —=Fx) has,
in some graph G;, a countermodel L; covering it by N(F) € Egi (L;). Thus either
—Vx—(Fx A—Fx) € L; or=——Vx—(Fx A—Fx) € L;, but since the former sentence
is a contradiction, the latter is the case. Then Vx—(Fx A —Fx) € L;, hence also
—(Fmi N—Fm;) € L; forevery m; € M;. Since then (Fm; A—Fm;) € EE,- (L;), for
every m; € M;, either =——Fm; € L; or =Fm; € L;. In the former case Fm; € L;,
while in the latter, Fm; € EE;’_ (L;). Thus, L; covers Fm;, containing either Fm,; or

—Fm;, for every m; € M;. By (¢), Fm € Ll.TM or ~Fm € L?M, which means that
Ll.TM covers Fm, foreverym € M.

These arguments for single sentences are extended to an arbitrary Q =
(F'm!, ..., Fkm*} € ST, by considering semikernel L; which covers, without con-
taining, Lo = N(FY) v ... v N(F¥), and existing by the assumption I" ¥ Lo. The
subgraph of | o has the form

Q
Lo
v
[ ]
/ \
NFY L N
hence 1L € EEQ(LQ) implies @ € L, so N(Fj) € EEQ(LQ), for1 < j <k.By

the argument for a single N (F), this implies that L covers every F/m/. O

If LSO does not derive from I' contradiction Ly = \/ Se Q(S A —S), for any
Q € ST, there is thus a graph with a kernel containing I". Soundness, Theorem 4.3,
implies then I" ¥, L for each L. € C. Thus, if LSO° proves a contradiction from a
theory I”, then so does LSO.

Theorem 7.20 (4.4) For I', A over a countable LT € FOL™,
(YO ESt: ¥ lg)= (VLeC: T ¥, L)
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8 Appendix: Soundness and Completeness

Facts 8.1 and 8.3 below show soundness and completeness of LSO for the semikernel
semantics from (3.11), establishing Theorem 4.1. Theorem 4.3 shows these properties
for LSO with (cut) for the kernel semantics (3.13).

Fact8.1 (4.1) The rules of LSO are sound and invertible for (3.11).

Proof Given an arbitrary language graph G (over an arbitrary domain M), sound-
ness for each rule follows by showing that any semikernel L covering the conclusion
satisfies it, assuming validity of the premise(s), while invertibility by showing that
any semikernel L covering (each) premise satisfies it, assuming validity of the rule’s
conclusion.

1. (Ag). For soundness, assume I" = A, Ay and I" = A, A», and let semikernel L
cover the rule’s conclusion, under a given « € M VI'.A)  Assume that (") € L,
a(A) CE (L)anda(A; A Apy) e ET (L) —ifnot,then L =, I' = A, A1 A Ay,
as desired. Since (A1 A Az) e ET (L) and E(a(A; A Ap)) = {—a(Ay), ~a(A2)}
so, for some i € {1, 2}, —a(A;) € L, and then «(A;) € E~ (L), contradicting the
assumption I" = A, A;.

For invertibility, let I = A, A A Az and L cover A1 (or Aj) under «. If (*)
a(I') CLanda(AU{A;}) CE (L), then L' = L U {—a(A})} is a semikernel,
since E(—a(A})) = {a(A))} SE (L) CE(L"). L' covers also a(A] A Aj) €
E~(—a(A})). Thus L’ covers the conclusion, while a(I') N E™ (L") = @ and
a(AU{ALAADNL =@,soLl’ =T = A,A; A Ay, contrary to I’ =
A, Ay A Aj. Hence (*) fails, so a(I') NE™(L) # @ora(AU{A)NL #0,
yielding the claim.

Assignments to free FOL-variables do not affect the argument, so covering by L
below is to be taken relatively to a given «, which we do not mention, except for
(VR)-

2. (Ar). For soundness, assume I, A, A» = A, let semikernel L cover the rule’s
conclusion, I € Land A € E~(L). If Ay A Ay € L, then E(A; A Ay) =
{—A1,7A2} € E7 (L), so E{—A1,~A2}) = {A1, A2} € L, contradicting
I'Aj, Ao EA. ThusAiAnAye ET(L)and L =T, A1 A Ay = A.

For invertibility, assume I', A A Ay = A, let semikernel L cover the rule’s
premise, and assume I"” € L and A € E7(L). If A1, A» € L, which is the
only way L can contradict I', A1, Ay &= A, then {—A,—~A>} € E7 (L), and
L' = LU{A; A Ay} is also a semikernel:
E(L") = E(LU{A1ANA2}) = E(L)UE({A1 A A2}) € E7(L)U{—Ay, -4y} C
C E7(L) € VN(LU{A AARD.
The last inclusion follows because E~(L) € V\ L and A} A Ay ¢ E7[L], since
A1 AN Ay € L contradicts I', Ay A Ay = A(asI" € Land A € E7(L)), while
A1 A Ay € E7 (L) contradicts independence of L, implying —A; € L (fori =1
ori =2), while =A; € E7 (L) since A; € L.
Since L' & I', A1 A Ay = A contradicts the assumption, either A} ¢ L or
Ay ¢ L,and L =T, A1 A A, = A as desired.

3. (—g). For soundness, assume I, A = A, let semikernel L cover the rule’s conclu-

sion, and assume I € L and A € E~(L). If =A € L, we are done, while
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if =A € E7(L) then A € L, which contradicts the assumption, since now
IF'U{A}C Land A CE (L).

For invertibility, assuming I” = A, —A, let L cover the rule’s premise, I C L and
ACE (L) IfAeLthen—-AeceE (L)and L I = A,—A, contradicting
the assumption. Hence A € E7 (L), as required for L = 1", A = A.

4. (—).Forsoundness, assume I" = A, A, let L cover the rule’s conclusion, I" C L

and A € E7(L). If mA € E7 (L), we are done, while if =A € L then A €
E(—A) € E™ (L), contradicting the assumption, since now I" U {A} € L and
(AU{A}) C E7(D).
For invertibility, assume I', =A = A, let L cover the rule’s premise, I” € L and
A CE(L).IfA e E (L) then L’ = L U{—A} is a semikernel, because L is
and E(—A) = {A} € E~(L). But L’ contradicts the assumption, so A € L, as
required for L = I" = A, A.

5. (V.). For soundness, assume F(t), I',VxF(x) &= A and let L cover the rule’s
conclusion. If VxF(x) ¢ L, ie., VxF(x) € E7(L), then (I" U {VxF(x)}) N
E“ (L) #0,soL = I''VxF(x) = A.If VxF(x) € L then also F(t) € L,
since =F(t) € E(VxF(x)) € E7(L) and E(—=F (¢)) = {F(¢)}. As L covers the
premise, either I' NE™ (L) # @, since F(t) ¢ E~ (L), or AN L # (. Either case
yields the claim for L, so I', Vx F (x) &= A.

For invertibility, assuming I", Vx F(x) = A, any L covering the premise of the
rule covers also its conclusion, yielding the claim.

6. (Vg). For soundness, let (*) I = A, F(y), with eigenvariable y, and L cover the

rule’s conclusion, under a given assignment o to V(I', A, Vx F(x)) Z y. Assume
alsoa(I") € Landa(A) CE (L). ffa(VxF(x)) ¢ Lthena(VxF(x)) € E (L)
and some a(—F(m)) € L, since E(a(VxF(x))) = {a(=F(@m)) | m € M}.
Extending o with a(y) = m, we obtain L (=, I" = A, F(y), contrary to (*).
Thus, «(VxF(x)) € Land L =, I’ = A,VxF(x).
For invertibility, if L =, I = A, F(y), fora(y) =m,ie.,a(l’) C L,a(A) C
E~ (L) and a(F(m)) € E~ (L), then L' = L U {a(—=F(m))} is a semikernel,
because L is and E(a(—=F (m))) = {a(F(m))} CE~ (L) C E~(L). L' covers the
conclusion since a(VxF(x)) € E~ (a(—=F(m))),but L' j=, I' = A,VxF(x).

7. (VZ'). The argument repeats that for (V7 ). For soundness, assume I, F'(S), Vo F (¢)
= A andlet L cover the rule’s conclusion. [f V¢ F (¢) ¢ L thenVo F(¢) € E~ (L),
yielding L = I''VoF(¢) = A.If VoF(¢p) € L then also F(S) € L, since
—F(S) € ENV¢F(¢)) € E"(L) and E(—=F(S)) = {F(S)}. Thus L covers also
the premise, hence, either I' NE~ (L) # @, since F(S) ¢ E"(L),or AN L # .
Either case yields the claim for L, so I', V¢ F (¢) = A.

For invertibility, assuming I, V¢ F (¢) = A, any L covering the premise of the
rule covers also its conclusion, yielding the claim.

8. (\7’;). For soundness, let I = A, F(S) forevery S, and L cover the rule’s conclu-
sion. If Vo F(¢) € L then L satisfies the rule’s conclusion. If V¢ F(¢) ¢ L then
V¢ F(¢p) € E=(L)andsome—F(S) € L,sinceE(V¢F(¢)) = {(—F(S) | S € ST}.
Now L covers also the premise I" = A, F(S) and F(S) ¢ L, hence either
I'NE™(L) # Wor AN L # (. Each case yields the claim that L satisfies the
conclusion.
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For invertibility, assume I = A,V¢F(¢), and let L cover a premise I” =
AF(S).IE(*) I € Land AU{F(S)} € E (L) then L' = L U {=F(S)}
is a semikernel, since E(—=F(S)) = {F(S)} € E7(L) € E~(L). L' covers
also Y@ F (¢), since VO F (¢p) € E~(=F(Q)), for every Q € ST, in particular,
Vo F(p) € E-(=F(S)). Thus I’ U A U{F(S),YoF(¢)} € E"[L'], while ' N
E(LY=0,ANL =@ andVopF(¢) ¢ L', contrary to I' = A, Vo F(¢). Hence
(*) fails, so either I’ NE™ (L) # @ or (A U{F(S)}) N L # @, yielding the claim.
9. S-equality rules are sound and invertible, because atoms occurring in the premises
but not in the conclusions are redundant — under the intended intepretation of =.
E.g., § = S in the premise of (ref) is contained in every covering semikernel
(for the intended intepretation of =), hence satisfaction of the premise implies
satisfaction of the conclusion. Conversely, satisfaction of the conclusion by any
semikernel allows to extend the conclusion with a vertex, like S = S, that either
already is in the semikernel (reflecting the intended interpretation of =), or is an
atom uncovered by it. An analogous argument works for (rep) and (neq). O

The following simple consequence of Definition 3.7 is used in the completeness proof
below.

Fact8.2 In any graph GL, the forms of a nonatomic sentence X € S/T/[ and of its in-
and out-neighbours are related as follows:

1. E7(X) = {—=X} —when X does not start with —,

2. ET(—=X) = {—XJU{XAS | S € SL}U{V((]&.D((]&) |35 € SII :D(S) = X}U...
W UYX.D(x) |3t € Ty : D(t) = X}

3. when X does not start with —, then each out-neighbour of X does,

4. E(—X) = {X}.

For an atomic X: E~(X) = {—=X} = E(X) and E™ (—X) = {X} = E(—X).

The proof of completeness can apply the standard techniques because proofs in LSO,
even if infinite, are well-founded trees with axioms as leaves. A few adjustments are
required to handle deviations from LK. One is the infinitary rule (\7’;), which is needed
because substitution of fresh eigenvariables for s-variables, although sound, does not
necessarily lead to a countermodel in an unsuccessful derivation, since s-variables are
not sentences. (Replacing (Vf{) by a usual Vg-rule using eigen-variables would yield
a complete system for a modified notion of |=, admitting expansions of the language
with new s-constants.) In the proof, we ensure that not only all formulas are processed
and all terms are substituted by (V. ), but also all sentences are substituted by (‘v’zr ).
The absence of the subformula property, due to the substitution of all sentences for
s-variables, is addressed by retaining the principal formula from the conclusion in
all its premises in a bottom-up construction of the derivation tree. A specific case of
violating this property is a cyclic branch, with the same sequent appearing repeatedly.
Any nonaxiomatic (e.g., cyclic) branch provides a countermodel.

Fact8.3 (4.1) For I', A over a countable LT € FOLT, I' ¥ A = 3GTIL €
SK(GT):LET = A.
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Proof We fix an enumeration E™ of all sentences ST so that each occurs infinitely
often, an enumeration E7 = 11, f5... of terms Ty so that each occurs infinitely often,
and an enumeration Eg = Si, S... of FOLT formulas without free s-variables and
with operators applied only to sentences S™, so that each occurs infinitely often. (FOL
variables, requiring special care, are treated in the standard way and ignored below; we
keep also an enumeration of eigenvariables). We enumerate all triples (S;, ¢;, Sx) €
Es x ET x ET, with each (S;, tj, _) and (S;, _, Sx) occurring infinitely often. This
is interleaved with an enumeration of all pairs Eg x Eg, with each pair occurring
infinitely often.

1.

jii.

iv.

We construct a derivation tree, starting with the root I - A, which is to be
proven. An active sequent — initially, only the root — is a nonaxiomatic leaf of
the tree constructed bottom-up so far. We proceed along the enumeration of the
triples and pairs considering, for each (S;, 7;, Si), the cases of active occurrences
(in the active sequents) of §;. Pairs (S;, S;) are considered in point v.

. If S; € AT, or S; has no active occurrences, proceed to the next triple.
ii.

Otherwise, proceed retaining S; from the active sequent, which instantiates the
conclusion of the relevant rule, in the new leaves obtained from the rule’s premises.
For instance, if S; = A A B then every active sequent of the form I'’, AANB, I'" +
A is replaced by
A B, T'",AANB, T+~ A
I'' AANB, T"F+A
while every active sequent of the form I" = A’, A A B, A” by
AN, AANB, A '+-B,AN,AANB, A
'=A,AANB,A
In the same way, for other connectives.
If S; = VxD(x), every active sequent of the form I/, VxD(x), I'" = A, is
replaced by the derivation with a new leaf adding D(¢;) to its antecedent
D)), I"",VxD(x), I'" = A
r'’vxDx), I""+A
Every active sequent of the form I" = A’, VxD(x), A” is replaced by
I' = D(c), A',¥YxD(x), A’
'~ A, ¥xD(x), A"
where c is a fresh eigenvariable c.
If S; = V¢ D(¢) then replace every active sequent of the form I"’, Vo D(¢), I'" -
A by
D(Sy), I'',Y¢D(¢), I'" - A

' ,Y¢D(¢), " F A
while every active sequent of the form I" = A’, V¢ D(¢), A” by the infinitely
branching derivation with a new leaf sequent for each S, € S*:
'+ D(Sy), A/, V¢ D($), A" '+ D(Sy), A',V¢D($), A" ...—forall S, € ST

T'= A, YoD(p), A"

. For a pair (S;, S;), we apply rules for =. If §; # §;, we add atom §; = §; to

the consequent of every active sequent. Otherwise, we add it to the antecedent.
Finally, for each active sequent containing S; = Q in its antecedent, along with
any formula A(S;), we add to it A(Q).
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2. A branch gets closed when its leaf is an axiom, and the tree is obtained as the

w-limit of this process. If all branches are closed (finite), the derivation yields a
proof of the root.
Otherwise, an infinite branch allows us to construct a countermodel of all sequents
on this branch, including the root sequent. (Such an infinite branch can represent
a finite process of derivation terminating with a nonaxiomatic sequent, which
remains unchanged in an infinite tail of the branch. It can also be cyclic. These
special cases are treated uniformly with an infinite branch without any repeated
sequents.)

3. The claim is that if B is an infinite branch, with 8} /}, all formulas occurring in 8

on the left/right of -, then there is a language graph G with a semikernel L’ such
that 8; € L"and B, € E7(L’). The rest of the proof establishes this claim.
Absence of any axiom in g implies that §; N B = @, which is often applied
implicitly. B; = Br U Eqy, where Eq; are =-atoms S = S occurring on the
left. ,3% = Br U Eqpg, where Eqg are =-atoms occurring on the right, with E_qR
denoting the set of their negations.
If B contains any FOL-atoms, construct first a FOL structure M, giving a counter-
model to (B N'Sy) = (Br N Suy), in the standard way. Otherwise, set M = .
Let G = Gy (when M = (), this is the graph for QBS). We show that (def)
L = Br U (E(Br) N E™(Bgr)) is a semikernel of G, with g € E7(L) and
BL € L.Then L' = Eq; U Eqg U L is a required semikernel of G.

4. First, =-atoms can be treated separately. Since ,B’L N ,8;? = (), each =-atom A €
Eqpr has the form S = T for syntactically distinct sentences, while each such
atom in Eqy, has the form § = S. Any semikernel of G, in particular L, can be
extended to semikernel L' = L U Eq; U Eqp, as the added atoms have only
2-cycles to their dual literals in G, by Definition 3.7. Thus E(Eq; U Eqg) = @,
while Eqg CE~ (L) N (V\ L").

5. Toshow L € SK(G), we show first g € E~ (L), which follows from definitions
of L and G by considering the cases for A € Bg. Use of Fact 8.2/Definition 3.7
is marked by superscript _8-2.

; + 82 82 p 82 o
i. fAe AT thenE(A) = {—wA} = E"(A),so —A € L by (def)and A € E™(L).
8.2
ii. fA=—=CthenC ey S L,s0oA € E7(L).
8.2
ili. fA=CADthenC € g (or D € Bg),so =C € ET(C)NE(C A D) C

8.2
E - (Br)NE(BR) C L,andthus A=CAD € E"(—C) C E™(L). (The case of
D e B is analogous.)
8.2

iv. If A = Vx.D(x) then D(c) € Bg, for some ¢ € M, so =~D(c) € E~(D(c)) N
E(x.D(x)) € L,and A € E~(=D(c)) € E~(L).

v. If A = V¢.D(¢) then D(S) € Bg for some S € ST, so =D(S) 8é2 E=(DS)N
E(N¢.D(¢p)) C L,and A € E~(=D(S)) CE(L).

6. We show E(L) € E7(L) N (V\ L), partitioning L = B U Z, where Z =
(EBr)NE™(Br))\BL,and establish first E(81) € E~ (L) N (V\ L), considering
casesof A € Br.
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i. For atoms A € AT, A € B € L and A ¢ Bg imply =A ¢ B, and, since
E(—A) ¥ (A}, =4 ¢ E~(Bg). Thus E(4) ¥ {=4) S E-(A)NV\ L C
E-(L)NV\ L.
ii. A=—C € B implies C € Bg,so E(A) 82 {C} S BrRCSE (L) byS.
We show E(A) C V\ L. C ¢ B, since Br N Br = @. Suppose C € E(Br) N
E~(Bg). If C = =D then =D € E~(Bg), i.e., E(—D) 2 {D} C Br, while
A = —=C = ——D € B implies also =D € Bg and D € Br, contradicting
BLNPr =10.
Otherwise, i.e., if C does not start with —, then for any F' € B for which C €
E(F), Fact 8.2.(3-4) forces F = —C = A, contradicting 8z N B = 0.

iii. A=BAC € g implies {B,C} C fr and {—B,—=C}Npr =¥,s0oE(BAC)

8.2
{(=B,=C} CV\Brand E(BAC)={—-B,-C} CE ({B,C}) CE (8p).1If,
say, =B € E7(Bg), then B € Br would contradict 8; N Bg = @. The same if
—C € E7(BRr). Thus, E(BAC) CE"(L)NV\ L.

iv. A = V¢D(@) € fr = {D(S) | S € ST} C Br. 50 E(VpD($)) E (=D(S) |

8.2
SeSty CE({D(S)|SeSt) CE(BL) SE(L).
If any —=D(S) € L then either =D(S) € B, so D(S) € Br, or =D(S) €
E(Br) N E~(Br), which implies D(S) € Bg, since E(—=D(S)) 2 {D(S)}. In
either case, D(S) € Br contradicts 87 N Br = @. Thus E(V¢.D(¢p)) C V\ L.
v. For A = Vx.D(x), the argument is as in iv. Vx.D(x) € B implies {D(¢) | t €

Tu) € Br, 50 EVxD(x) 2 (=D(1) | 1 € Ty} 892 E"({D() |t € Ty} <
E™(BL) CE™(L).
If any —=D(t) € L, then either —=D(¢) € B, so D(t) € Br,or —=D(t) € E(Bgr) N
E™ (Br), which implies D(t) € Br, since E(—=D(¢)) 82 {D(%)}. In either case,
D(t) € Bg contradicts B N Br = @. Thus E(Vx.D(x)) € V\ L.

7. Also each sentence S € Z = (E(Br) NE™(Br)) \ Br satisfies E(S) CE~ (L) N
(VA L): . 8.2 . .

i. If § € Z does not start with —, then E7(S) = {=S}, so =S € Bg, implying
Sepfr,soS ¢Z. 5

ii. If S = —-A € Z C E~(Br) then E(—A) 82 {A} C Br CE(L).IfA € Z,

then it starts with — by 7.i, i.e., A = =B and E(—B) 82 {B} C Bg. Since also
A € Bgrso B € B, contradicting B, N Br = . Hence A ¢ Z and A ¢ S (since
A € Br),ie, A¢ L=27ZUPpPr,sothat E(—A) ={A} C V\ L.

By6and 7, E(L) = E(fL) UE(Z) CE (L)N(V\L),so L € SK(G) by
Fact 7.1. O

8.2

Unlike in variants of circular proof theory, an infinite branch gives always a rise to
a countermodel. A paradigmatic example of a cyclic proof, with the same sequent
reappearing infinitely often in a branch, can be the attempted derivation of V¢.¢:

: AF HA : "
"V(b(ﬁ F—=AAA S ..forall S €S

FVe.¢

™)
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Any sentence —A A A gives a counterexample when any of its branches does not
terminate with an axiom, providing a countermodel. Such is, in particular, the leftmost
branch where V¢.¢ instantiates ¢ in the root sentence and is expanded further, giving
a copy of the whole tree and, eventually, a special branch g with 8 = ¢ and fr =
{VY¢.¢}. This infinite branch provides also a countermodel, with V¢.¢p = 0. This looks
strange, but is verified by inspecting graph Gy (Ay) in Example 3.10, according to
which Ve .¢ does act as a witness to its own falsity.

A branch with a repeated sequent can be terminated, with the conclusion of unprov-
ability, if one can verify that subsequent substitutions, higher up in the derivation, will
also yield the same sequent. A single repetition is not enough, as it may be due to a
specific substitution, while subsequent ones might yield new sequents.

The remaining fact is soundness and completeness with (cut) for the kernel seman-
tics (3.13).

Theorem 8.4 (4.3) For I', A over a countable LT € FOLT, I' |=. A iff I' . A.

Proof Soundness and invertibility follow by essentially the same argument as in
Fact 8.1, with some simplifications due to each kernel K € so0l(G) covering the
entire graph, E;(K) = Vg \ K. We fix an arbitrary graph G and show each case for
an arbitrary fixed K € sol(G).

1. (AgR). For soundness, let I' =, A, A, I’ = A, Ay, and o € MY T2) Then
(M) NV\ K # @ora(A)N K # @, in which case also conclusion is satisfied
under «, or else {a(A1), ®(Az)} € K. Then {—a (A1), ma(A2)} € V\ K, and
hence a(A; A Ap) € K since E(x(A| A Ap)) = {—a (A1), ma(A2)}.

For invertibility,let I =, A, AiAA>. Ifa(IN)NV\K # Pora(A)NK # @, then
K satisfies also both premises under «. If neither is the case, then@ (A1 A A2) € K,
hence E(a (A1 AA2)) = {—a(A1), ~a(Az)} € V\K and, E(—a(A;)) = a(A;) €
K,fori € {l1,2},hence K =4 ' = A, A;.

Assignments to free FOL-variables do not affect the arguments below. They are
relative to a given o, which we do not mention, except for (V). In each case, we
assume that I" € K and A C V\ K focusing on the active/principal formulas.

2. (AL). For soundness, assuming I, Aj, A = A(and I" € K and A € V\ K),

A; € V\ K, fori = 1ori = 2. Then —A; € K, since E(—A;) = A;, and
AINA e ET(mA) CE(K)CV\K. Thus K ET,A; A Ay = A,
For invertibility, assume I, A A Ay = A. If A1, A, € K, which is the only
way K can contradict I', A1, Ay =, A, then E(A] A A2) = {—A1, —Ax} C
E~({A1,A2}) € E7(K) = V\ K, and hence A; A Ay € K, contradicting
KET Al NA)y = A

3. (—Rr).Forsoundness, I', A = A implies A € V\ K,s0—A € K,since E(—A) =
A.

For invertibility, I" = A, —=A implies —A € K, so E(—A) = {A} C V\ K and
KE=ET A= A.

4. (—r). For soundness, I" =, A, A, implies A € K hence =A € V\ K and
KE=T —-A=A.

For invertibility, I, =A =, A implies —A € V\ K, hence E(—A) = A € K and
KE=ET=AA.
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5. (Vp). For soundness, assume F(¢), I,VxF(x) E. A. If VxF(x) ¢ K, i.e.,
VxF(x) € V\K,then (' U{VxF(x)})) NE~(K) #0,s0 K =T",YxF(x) = A.
If VxF(x) € K then also F(t) € K, since —=F(¢t) € E(VxF(x)) € V\ K, so
E(—F(t)) N K # ¥ while E(=F(t)) = {F(¢)}. Thus either " N (V\ K) # @ or
ANK # @, yielding K = I',VxF(x) = A.

Invertibility follows by weakening since I', Vx F'(x) =, A implies F(¢), I, VX F
(x) e A.

6. (Vg). For soundness, let (*) I" = A, F(y), with eigenvariable y ¢ V(I', A), and

a(I') € Kanda(A) C V\K. Ifa(VxF(x)) ¢ K thenw(VxF(x)) € E7(K) and
some «(—F(m)) € K, since E(x(VxF(x))) = {a(—F(m)) | m € M}. Extending
a with a(y) = m yields (") € K and (A, F(y)) € V\ K, contrary to (*).
Hence, a(VxF(x)) € K.
For invertibility, if «(I") € K and a(A, F(y)) € V\ K, for a(y) = m, then
—a(F(m)) € K, since E(—a(F(m))) = a(F(m)) € V\ K. Then a(VxF(x)) €
E™(—a(F(m))) CE7(K) =V\K,givinga(I') € Kandua(A,VxFx) C V\K,
which contradicts K =1 = A, VxFx.

7. (\7’2r ). The argument repeats that for (V7 ). For soundness, assume I, F(S), Vo F (¢)
e A.If VoF(¢) € K then also F(S) € K, since =F(S) € ENVoF(¢)) C
E7(K) and E(—F(S)) = {F(S)}. Hence,as I' € K and A € V\ K, it holds
VoF(p) e V\K and K |=I',V$F(¢p) = A.

For invertibility, assuming I", V¢ F (¢) =, A, weakening yields F(S), I, V¢ F (¢)
Fe A.

8. (\7’1’;). For soundness, let I' = A, F(S) forevery S € ST.If V@ F(¢) ¢ K then

Yo F(¢) € E7(K) and some —F(S) € K, since EV¢F(¢)) = {—F(S) | S €
St}. Since F(S) ¢ K, either ' NE™(K) # @ or AN K # ¢, contradicting the
assumption I" € K and A € V\ K. Hence V¢ F(¢) € K and K satisfies the
rule’s conclusion.
Forinvertibility, assume I’ = A, V¢ F(¢),andV¢ F(¢) € K.Ifforsome S € ST,
F(S) € V\ K, then =F(S) € K since E(—=F(S)) = {F(S)} € V\ K. But
—F(S) € E(V¢F(¢)), contradicting independence of K. Hence, F(S) € K for
all S € S*.

9. The rules for = are sound and invertible — for the intended interpretation of s-
equality — by the same argument as in the case of semikernels, point 9 in the proof
of Fact 8.1.

This concludes the proof of soundness. For completeness, we modify the con-
struction from the proof of Fact 8.3, by interleaving the enumeration of all triples
Es x ET x ET and pairs Eg x Eg with enumeration E/S of all FOL™ formulas
without free s-variables, where each such formula occurs only once. Following
this interleaved enumeration yields now a new case, 1.vi, of an A € E%, in which
we expand each active sequent I' = A with the premises of (cut) over A, i.e.,
with " = A, Aand I', A = A. A semikernel falsifying any one of them, falsifies
the conclusion. Given an infinite nonaxiomatic branch 8, a language graph Gy is
obtained as in the proof of Fact 8.3, over domain M consisting of free variables
and ground terms used in the standard construction of a FOL countermodel for
B N Sys. Point 3 of the proof of Fact 8.3 shows 8 to determine a semikernel K
of Gy, falsifying each sequent on 8. Now, f contains one of the premises of an
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application of (cut) for each A € E, = S;{,,. As every sentence SA+,1 occurs thus in
Br or Bgr, semikernel K covers all St soitis akernel of Gy. O
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